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Foreword

Two years ago, Cell Press launched the “Best of” reprint collections across a number of our 
journals, including Cell Stem Cell. We are pleased to introduce a new “Best of” that focuses 
on articles published over the course of 2013. For this edition, we made our selection by 
looking at review and research articles with the most full-text HTML and PDF downloads 
since publication, which inevitably somewhat favors articles published earlier in the year. 
We have organized the highlighted articles in the order that you would see them in a monthly 
issue and hope you will enjoy browsing through them in the same way as you would browse 
through the journal each month.

To complement this selection approach, we have also compiled an online 2013 timeline 
that looks at review and research articles highlighted using a variety of different methods, 
and we encourage you to browse through it on our website (http://www.cell.com/cell-
stem-cell/home). For the downloads section of the online feature, we focused on the first 
three months after publication, leading to some differences in terms of the articles that 
are included relative to this compiled “Best of” collection. To broaden the range of input 
involved, we also turned to Altmetrics, Facebook, Twitter, our editorial board, and citations 
to give an overview of the articles that most captured the attention of our readers.

We recognize that no one measurement can be indicative of the “best” papers over a given 
period of time, especially when the articles are relatively new and their true significance 
may still need time to be established. Nevertheless, we hope that this combination of 
approaches to highlighting articles will give you a snapshot of different perspectives on the 
studies that we published during 2013. 

We hope that you will enjoy reading this special collection and that you will visit http://
www.cell.com/cell-stem-cell/home to see the latest findings that we have had the privilege 
to publish, presented in the new website format that we launched earlier this year. While 
you’re there, check out our regular rotation of Featured Five Reviews and free access to all 
Cell Press articles from 1 year after publication. If you prefer to read articles on a mobile 
device, you may also want to use our Journal Reader app, now available across multiple 
platforms from http://www.cell.com/mobile. Also, be sure to visit http://www.cell.com to 
find other high-quality articles published in the full collection of Cell Press journals.

Last but definitely not least, we are grateful for the generosity of our sponsors, who helped 
to make this reprint collection possible.

For information for the Best of Series, please contact:

Jonathan Christison
Program Director, Best of Cell Press
e: jchristison@cell.com
p: 617-397-2893
t: @CellPressBiz
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Cell Stem Cell

Review

The Sox Family of Transcription Factors:
Versatile Regulators of Stem
and Progenitor Cell Fate

Abby Sarkar1,2,3 and Konrad Hochedlinger1,2,3,*
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Street, Boston, MA 02114, USA
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Sox family transcription factors are well-established regulators of cell fate decisions during development.
Accumulating evidence documents that they play additional roles in adult tissue homeostasis and regener-
ation. Remarkably, forced expression of Sox factors, in combination with other synergistic factors, repro-
grams differentiated cells into somatic or pluripotent stem cells. Dysregulation of Sox factors has been
further implicated in diseases including cancer. Here, we review molecular and functional evidence linking
Sox proteins with stem cell biology, cellular reprogramming, and disease with an emphasis on Sox2.

Introduction
Stem cells are characterized by the capacity to continuously

self-renew and the potential to differentiate into one or more

mature cellular lineages (Simons and Clevers, 2011). They serve

to form tissues and organs during mammalian development, and

they maintain ongoing cellular turnover and provide regenerative

capacity in certain adult tissues. One can distinguish between

pluripotent embryonic stem cells (ESCs), which give rise to all

embryonic lineages, and somatic stem cells, which give rise to

one or more specialized lineages within the tissues they reside

in. A stem cell’s decision for self-renewal or differentiation is

intrinsically controlled by the interplay of cell type-specific tran-

scription factors and chromatin regulators. Although several

such molecules have been implicated in stem cell biology over

the last few years, the mechanistic modes of action of these

molecules remain incompletely understood.

Research on the Sox gene family began with the seminal

discovery of the mammalian testis-determining factor, Sry

(Gubbay et al., 1990; Sinclair et al., 1990). Sry carries a character-

istic high-mobility-group (HMG) domain that binds DNA in

a sequence-specific manner. In general, proteins containing

an HMG domain with 50% or higher amino acid similarity to

the HMG domain of Sry are referred to as Sox proteins (Sry-

related HMG box). So far, 20 different Sox genes have been

discovered in mice and humans (Schepers et al., 2002). In addi-

tion, two Sox-like genes have been identified in the unicellular

choanoflagellateMonosiga brevicollis, suggesting that the origin

of Sox proteins predates multicellularity or possibly marks the

transition of unicellular to multicellular organisms (Guth and

Wegner, 2008; King et al., 2008).

Sox proteins that share an HMG domain with more than

80% sequence identity are divided into different groups termed

A to H (Table 1). Individual members within a group share

biochemical properties and thus have overlapping functions

(Wegner, 2010). In contrast, Sox factors from different groups

have acquired distinct biological functions despite recognizing

the same DNA consensus motif. Target gene selectivity by

different Sox factors can be achieved through differential affinity

for particular flanking sequences next to consensus Sox sites,

homo- or heterodimerization among Sox proteins, posttransla-

tional modifications of Sox factors, or interaction with other

cofactors (Wegner, 2010). This molecular versatility may thus

explain why the same Sox factors can play very different molec-

ular and functional roles in distinct biological contexts.

Here, we review the biology of Sox factors that are implicated

in stem cell biology in the context of development, tissue homeo-

stasis, reprogramming, and cancer. We place particular em-

phasis on the well-studied SoxB1 group member Sox2 with

the goal of deriving general molecular and cellular principles by

which Sox factors control stem and progenitor cell fates.

Sox Factors in Preimplantation Development and
Pluripotency
The formation of the trophectoderm (TE) and inner cell mass

(ICM) within the blastocyst is the first lineage specification event

in the mammalian embryo (Rossant and Tam, 2009). The ICM

contains pluripotent founder cells, which give rise to all embry-

onic lineages, and a population of extraembryonic endoderm

(ExEn) cells that contribute to the yolk sac. Similarly, the TE

contains a population of multipotent stem cells that form the

extraembryonic ectoderm and give rise to the placenta. Sox2

is initially present in both the ICM and the TE but is later confined

to the ICM (Avilion et al., 2003). Zygotic deletion of Sox2 results in

early embryonic lethality due to a failure to form the pluripotent

epiblast but leaves the TE unperturbed (Avilion et al., 2003). Inter-

estingly, subsequent studies showed that maternal Sox2 protein

persists in preimplantation embryos, which might have masked

a phenotype in the TE in zygotic Sox2 mutants (Keramari et al.,

2010). Indeed, depletion of bothmaternal and zygotic transcripts

by RNAi causes an early arrest of embryos at the morula stage

and a failure to form TE, suggesting that Sox2 is required for

the segregation of the TE and ICM (Keramari et al., 2010).

Cell Stem Cell 12, January 3, 2013 ª2013 Elsevier Inc. 15
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Consistent with its role in preimplantation development, Sox2-

deficient embryos neither support the derivation of ESCs from

the ICM nor the derivation of trophoblast stem cells (TSCs)

from the TE (Avilion et al., 2003). Furthermore, deletion of Sox2

in already established ESCs results in their inappropriate differ-

entiation into trophectoderm-like cells, indicating that Sox2 is

also critical for the maintenance of ESCs (Masui et al., 2007).

Interestingly, Sox2’s effect on self-renewal and differentiation

of ESCs is highly dosage dependent (Kopp et al., 2008), suggest-

ing that its expression needs to be in equilibrium with other

cofactors to maintain pluripotency. Supporting this concept

is the observation that Sox2 acts cooperatively with other

dosage-sensitive transcription factors, such as Oct4 and Nanog,

to maintain the regulatory networks responsible for self-renewal

and to repress differentiation programs in ESCs (Boyer et al.,

2005; Chen et al., 2008; Kim et al., 2008; Orkin andHochedlinger,

2011). Cobinding of these factors at targets associated with self-

renewal facilitates recruitment of the coactivator p300 and con-

sequently transcriptional activation (Chen et al., 2008), whereas

cobinding at developmental target genes causes gene silencing

in concert with the repressive polycomb complex (Boyer et al.,

2006). Notably, a large fraction of target genes bound by these

factors contain composite Oct4/Sox2 consensus binding sites

(Masui et al., 2007; Tomioka et al., 2002), suggesting that Sox2

closely collaborates with Oct4 in order to efficiently bind to

DNA and recruit other factors important for gene activation. In

support of the notion that Oct4 and Sox2 jointly activate many

targets is the finding that overexpression of Oct4 can partially

compensate for the loss of Sox2 (Masui et al., 2007).

Upon specification of the ICM, the SoxF groupmember Sox17

becomes detectable in a rare population of cells destined to form

the ExEn lineage (Kanai-Azuma et al., 2002; Niakan et al., 2010).

Similar to the requirement for Sox2 in ESC and TSC deriva-

tion, Sox17 is essential for the establishment of extraembryonic

endoderm cell lines, termed XEN cells (Kunath et al., 2005; Nia-

kan et al., 2010). At the molecular level, Sox17 has been placed

downstream of the master regulator for primitive endoderm,

Gata6 (Niakan et al., 2010). Accordingly, forced expression of

Sox17 or its related group member Sox7 in ESCs results in a

downregulation of the pluripotency gene expression program

and an upregulation of the primitive endoderm-associated

program, giving rise to endodermal progenitors (Niakan et al.,

2010; Séguin et al., 2008). Mechanistically, Sox17 seems to

oppose Sox2’s function by repressing pluripotency targets

and activating endoderm targets when ectopically expressed

in ESCs. Chromatin immunoprecipitation (ChIP) experiments

for Sox17 further suggest that this opposition is in part accom-

plished by displacing Nanog from silenced Sox2/Nanog tar-

gets, resulting in their transcriptional activation (Niakan et al.,

2010).

Collectively, these results obtained from in vivo or in vitro

studies document that different Sox factors play important and

often dosage-dependent roles in the establishment of cell lines

of the three main cell lineages of the preimplantation embryo,

the ICM, TE, and ExEn.

Sox2 in Fetal Development
After gastrulation of the embryo, Sox2 expression becomes

largely restricted to the presumptive neuroectoderm, sensoryT
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placodes, brachial arches, gut endoderm, and primordial germ

cells (Avilion et al., 2003; Wood and Episkopou, 1999; Yabuta

et al., 2006). Since Sox2 deficiency causes early postimplanta-

tion lethality (Avilion et al., 2003), functional evidence for its

role in the fetus has required analyses of hypomorphic and

conditional mutants in Xenopus, chick, and mouse embryos.

These studies have demonstrated the importance of Sox2 in

lineage specification, morphogenesis, proliferation, and differ-

entiation in a variety of developing tissues of the fetus. In addi-

tion, these data have documented that the function of Sox2 is

highly dosage and context dependent. In the following para-

graphs, we will briefly summarize Sox2’s roles in developing

endodermal, ectodermal, and mesodermal cell lineages.

Sox2 in Ectoderm Development

Sox2 is expressed during the earliest stages of ESC differentia-

tion toward the neural lineage in vitro, supporting a role in neural

commitment. At the molecular level, Sox2 promotes early neuro-

ectodermal fate by directly suppressing key regulators of the

alternative mesendodermal fate such as brachyury (Thomson

et al., 2011; Wang et al., 2012). Sox2 is involved in a similar

cell fate decision in vivo during the differentiation of bipotential

axial stem cells into either paraxial mesoderm or neural plate

(Takemoto et al., 2011). Paraxial mesoderm gives rise to the

vertebral column, dermis, and skeletal muscle, whereas neural

tube develops into the CNS. In the absence of competing

factors, Sox2 drives axial stem cells toward a neural plate fate.

However, in the presence of Tbx6, a regulator of presomitic

mesoderm development, Sox2’s N1 enhancer becomes directly

suppressed and axial stem cells are fated toward paraxial

mesoderm. In agreement, Tbx6 loss or ectopic Sox2 expression

results in the formation of ectopic neural tubes at the expense of

paraxial mesoderm (Takemoto et al., 2011). Together, these

results emphasize the importance of Sox2 in regulating early

neural specification in the embryo and in differentiating ESCs.

The antagonism between Sox2 and Tbx6 in axial stem cells

further exemplifies a general principle bywhich Sox factors regu-

late cell fate decisions during development andwill be discussed

later on.

Sox2 continues to play major roles in the developing CNS and

peripheral nervous system (PNS) by controlling the proliferation

and differentiation of fetal progenitor cells (Pevny and Nicolis,

2010; Wegner and Stolt, 2005). Notably, Sox2 expression over-

laps and functions redundantly with that of the other two

SoxB1 group factors, Sox1 and Sox3 in the CNS (Bylund et al.,

2003; Graham et al., 2003; Wood and Episkopou, 1999) (Table

1). In general, overexpression of any of the SoxB1 factors pro-

motes CNS progenitor cell proliferation, whereas depletion of

these factors induces cell-cycle exit and onset of differentiation

(Bylund et al., 2003; Cavallaro et al., 2008; Ferri et al., 2004; Gra-

ham et al., 2003; Kishi et al., 2000; Miyagi et al., 2008). Likewise,

Sox2 expression is essential for neural progenitor cell prolifera-

tion and differentiation in the retina, in part through its direct acti-

vation of theNotch1 gene (Taranova et al., 2006). Comparison of

Sox2 hypomorphs of various strengths with Sox2 conditional null

mice further suggests that Sox2 function in retinal progenitor

cells (RPCs) is highly dosage dependent. RPCs lacking Sox2

expression lose the competence to proliferate and differentiate,

while reductions in Sox2 levels cause variable microphthalmia.

In addition to neural progenitors of the brain and eye, Sox2 is

transiently expressed in the Schwann cell lineage, which is of

neural crest origin and responsible for the myelination of axons

of the PNS. Similar to its role in CNS and retinal progenitors,

Sox2 prevents terminal differentiation of Schwann cell precur-

sors (Le et al., 2005).

Surprisingly, Sox2 expression has also been reported to

be important for the differentiation of subsets of neurons,

indicating that its function is not always confined to the mainte-

nance of progenitors and stem cells. For example, Sox2 hypo-

morphic or knockout mice have reduced GABAergic interneu-

rons in the newborn cortex and adult olfactory bulb (Cavallaro

et al., 2008). Consistently, Sox2 mutant NPC cultures generate

beta-tubulin-positive neuronal-like cells that are poorly arborized

and are negative for markers of mature neurons and GABAergic

neurons (Cavallaro et al., 2008; Ferri et al., 2004). In an inde-

pendent in vitro differentiation paradigm, Sox2 was shown to

promote thematuration of migrating neural crest progenitor cells

into sensory ganglia (Cimadamore et al., 2011). Collectively,

these studies demonstrate that SoxB1 proteins play key roles

in the development of the CNS and the PNS by controlling

both the proliferation and differentiation of various progenitor

cell populations. It will be important to define the mechanisms

by which the same transcription factor regulates progenitor cell

maintenance and differentiation within the same lineage (see

also Mechanisms section/Pioneer factors). Sox2 is expressed

in other developing ectoderm-derived tissues including the inner

ear and dental epithelium, which will not be discussed here

because of space constraints (see Figure 1 for summary) (Dab-

doub et al., 2008; Juuri et al., 2012; Kiernan et al., 2005).

Sox2 in Endoderm Development

Whereas Sox2 counteracts mesoderm specification in vivo and

during ESC differentiation, elegant work by Hogan and col-

leagues showed that it plays multiple additional roles in organ

specification of the foregut endoderm (Figure 1). Sox2 is highly

expressed in the anterior part of the foregut, giving rise to

esophagus and forestomach. However, it is lowly expressed in

the future trachea and posterior stomach, respectively (Que

et al., 2007). A severe decrease in Sox2 levels in hypomorphic

embryos causes a transformation of esophagus into trachea,

resulting in a failure to separate future trachea and esophagus

(tracheoesophageal fistula) (Que et al., 2007). Interestingly,

Sox2 appears to play an independent role in defining the

boundary between the keratinized forestomach/esophagus

and the glandular hindstomach/intestine based on the observa-

tion that Sox2mutant esophagus and forestomach exhibit histo-

logical and molecular signs of glandular stomach and intestine.

Experiments regulating Sox2 dosage have further demonstrated

that Sox2 is required for patterning and morphogenesis of the

embryonic tongue into taste bud sensory cells (Okubo et al.,

2006), branching and differentiation of primary lung bud into

the lung (Gontan et al., 2008; Ishii et al., 1998), and proper differ-

entiation of the tracheal cartilage (Que et al., 2009).

These experiments document an interesting commonality and

difference in how Sox2 controls stem and progenitor cells in

distinct developing tissues. A commonality among stem and

progenitor cells of the retina, foregut-derived tissues, and

pluripotent cells is a sensitivity to changes in Sox2 dose. This

observation is consistent with the presence of cooperative

and/or antagonistic factors whose function depends on finely
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tuned Sox2 levels and will be discussed below. A notable differ-

ence among these tissues is the effect Sox2 deletion has on cell

proliferation.While neural progenitors generally exit the cell cycle

upon Sox2 deletion, trachea, tongue, and esophagus exhibit

altered differentiation programs without changes in cell prolifer-

ation. Thus, Sox2 seems to control tissue formation in cell prolif-

eration-dependent and independent ways that vary from tissue

to tissue. Future studies of Sox2 targets in the respective cell

types might give insights into the molecular mechanisms

responsible for these different outcomes.

Sox2 in Mesoderm Development

During skin development, Sox2 is initially expressed in groups of

mesenchymal cells called dermal condensates, which precede

hair and whisker follicle formation and eventually give rise to

the so-called dermal sheath and dermal papilla (DP) (Driskell

et al., 2009; Rendl et al., 2005). TheDP cyclically provides signals

to the surrounding hair follicle to induce hair growth.While all DPs

express Sox2 until shortly before birth, only a subset of them

continues to be Sox2+ after birth (Driskell et al., 2009). This coin-

cideswith the emergenceof different types ofDP-associated hair

follicles during development. In postnatal mice, Sox2+ DPs are

associated with so-called guard, auchene, and awl follicles,

which form earlier in development, whereas Sox2� DPs are

associated with zigzag follicles that form late in development.

Of note, Sox2+ dermal cells appear to be the cells of origin of

multipotent, self-renewing skin-derived precursors (SKPs) (Fer-

nandes et al., 2004). Both primary Sox2+ dermal cells and clon-

ally derived SKPs induce hair morphogenesis upon transplanta-

Figure 1. Sox2 Expression in Pluripotent,
Fetal, and Adult Progenitor and Stem Cells
Sox2 is expressed throughout development,
initially in pluripotent founder cells of the blasto-
cyst and subsequently in ectodermal, endo-
dermal, and mesodermal derivatives as well as in
primordial germ cells. Sox2 expression is main-
tained in fetal and adult tissues derived from
Sox2+ fetal progenitor cells and marks stem and
progenitor cells and in some cases also differen-
tiated cells.

tion into nude mice and differentiate into

multiple dermal cell types in vivo and

neural cells in vitro (Biernaskie et al.,

2009; Driskell et al., 2009). These charac-

teristics identify Sox2+ dermal cells as

putative dermal stem cells. DP cells and

derivative SKPs were originally thought

to originate exclusively from the neu-

ral crest (ectoderm). However, recent

lineage-tracing analyses with a somite-

specific cre (Myf5-cre) driver have refined

this interpretation. Trunk-derived DP cells

and SKPs originate from somites (meso-

derm), while facial-derived DP cells and

SKPs originate from the neural crest

(ectoderm) (Jinno et al., 2010). Evidence

for a functional role for DP-specific Sox2

expression on hair follicle growth has

been provided by the Rendl laboratory

(Clavel et al., 2012). DP-specificSox2 ablation leads to derepres-

sion of its target Sostdc1, which normally inhibits Bmp signaling.

A decrease in Bmp signaling from the DP results in a reduction of

hair shaft progenitor cellmigration in the adjacent follicle and thus

impaired hair growth, which resembles that of Sox2-zigzag hairs.

Whether Sox2 also plays a functional role in wound repair and

SKP self-renewal is an interesting question that remains to be

addressed.

Sox2 has also been implicated in the proliferation of osteo-

blast progenitors in vitro and in vivo. Deletion of Sox2 in

cultured osteoblast cell lines leads to a senescence-like pheno-

type, while its overexpression prevents differentiation (Mansu-

khani et al., 2005). Similarly, ablation of Sox2 in the osteoblast

lineage in vivo using a Collagen (2.3 kb)-driven Cre line results

in reduced bone mineral density and bone volume (Basu-Roy

et al., 2010), while transgenic overexpression inhibits mature

osteoblast function (Holmes et al., 2011). Given that osteo-

blasts, like DP cells, can originate from both neural crest and

paraxial mesoderm, it remains to be formally shown that

Sox2 is expressed in osteoblasts derived from both germ

layers. Collectively, these experiments extend Sox2 expression

and function in stem and progenitor cells from ectoderm and

endoderm to that in mesoderm. Another important conclusion

from these observations is that Sox2 can influence progenitor

cell proliferation either directly by preventing cellular differenti-

ation (e.g., in osteoblasts) or indirectly by suppressing prodif-

ferentiation signals produced from adjacent cells (e.g., in DP

cells).
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Sox2 Specifies Cell Fate by Antagonizing Other

Transcriptional Regulators

A common theme emerging from the abovementioned observa-

tions is that Sox2 often determines cell fate by antagonizing

transcription factors of alternative cell lineages (Figure 2). An

example already mentioned in this Review is the antagonism

between Sox2 and Tbx6 during the specification of bipotential

axial stem cells toward either Sox2+ neural tube or Tbx6+ axial

mesoderm (Takemoto et al., 2011). Likewise, Sox2 antagonizes

the transcription factor Nkx2.1 during foregut development;

Sox2 is expressed most anteriorly in the future esophagus and

stomach, whereas Nkx2.1 is expressed ventrally in the future

trachea (Que et al., 2007). Accordingly, embryos deficient for

Nkx2.1 exhibit the reciprocal phenotype to Sox2 mutants dis-

playing ectopic Sox2 expression and a transformation of future

trachea into esophagus (Que et al., 2007). Furthermore, antago-

nism between the stomach-specifying Sox2/Barx1/Sfrp path-

way and the intestinal fate-promoting Wnt/Cdx2 pathway is

responsible for establishing the boundary between the glandular

stomach and the intestine (Zorn and Wells, 2009). Lastly, the

interaction between Sox2 and Mitf/Egr2 regulates the differen-

tiation of Schwann cell progenitors into either myelinating

Schwann cells or melanocytes (Adameyko et al., 2012). Specifi-

cally, Sox2 maintains a Schwann cell progenitor state, whereas

its cross-regulatory interactions with either Mitf or Egr2 consoli-

date mature Schwann cell or melanocyte fates, respectively

(Adameyko et al., 2012). The suppression of Mitf expression by

Sox2may be direct since Sox2 protein was detected at the prox-

imal Mitf-m promoter in ESCs and melanoma cell lines (Ada-

meyko et al., 2012). Whether mutual repression between Sox2

and Nkx2.1 or Sox2 and Cdx2 also involves direct binding to

the respective regulatory regions remains to be determined.

Development of a Sox2 overexpression mouse model showed

that Sox2 activates Sox21, which in turn binds to and represses

Cdx2 in ESCs and neural progenitors, thus arguing for an indirect

Figure 2. Antagonisms between Sox2 and
Other Lineage-Specific Transcription
Factors Determine Cell Fate
During organogenesis, Sox2 influences cell fate
by inhibiting transcription factors that specify
alternative cell lineages. Sox2 is expressed in an
inverse gradient with the respective other tran-
scription factor and thus acts in a dosage-
dependent manner to establish cellular identities
within and boundaries between future tissues.

mechanism in this particular context

(Kuzmichev et al., 2012). Together, these

observations underscore a general prin-

ciple of how Sox2 drives cell fate deci-

sions during development, namely by

directly or indirectly inhibiting regulators

of alternative cell fates.

It is important to recognize, however,

that the antagonisms between Sox2 and

other transcription factors are highly cell

type and developmental stage specific.

In fact, transcription factor pairs that are

antagonistic in one cell type or develop-

mental stage may cooperate in other cellular or developmental

settings. A case in point is the Sox2/Pax6 pair. Ablation of

Sox2 in multipotent optic cup progenitors biases them toward

a nonneurogenic ciliary body epithelium fate (Matsushima

et al., 2011). This phenotype is rescued in a Pax6 heterozygous

(haploinsufficient) background (Matsushima et al., 2011), indi-

cating that Sox2 specifies a neurogenic fate, whereas Pax6

instructs a nonneurogenic fate. In contrast to this antagonistic

relationship during development of the optic cup, Sox2 and

Pax6 cooperate during lens development by forming a complex

on lens-specific enhancer elements such as that of the delta

crystalline gene (Kamachi et al., 2001). In support of the cooper-

ative role of Sox2 and Pax6 in lens specification, combined

expression of both factors is sufficient to differentiate embryonic

ectoderm into lens ectoderm.

Sox2 in Tissue Homeostasis and Regeneration
Accumulating data indicate that tissues that require Sox2 during

development continue to express this factor in some adult stem

and progenitor cells derived from that tissue (Figure 1). Below,

we will review the expression patterns and, where available,

functional data linking Sox2 with adult stem and progenitor cells.

Using Sox2-GFP knockin mice, Pevny and coworkers first

demonstrated that Sox2 is not only expressed in fetal neural

progenitors but also in proliferating cells in the adult CNS, specif-

ically in neurogenic regions, such as the subventricular zone of

the lateral ventricle and the subgranular zone of the hippo-

campus as well as the ependyma of the adult central canal (Ellis

et al., 2004). Isolated Sox2+ adult NPCs can be propagated in

culture whilemaintaining their ability to differentiate into neurons,

astrocytes, and oligodendrocytes, thus documenting their self-

renewal and multipotency in vitro (Ellis et al., 2004). The self-

renewal and differentiation capacities of Sox2+ adult NPCs

were verified in vivo by Fred Gage’s group using lenti- and retro-

viral-mediated fate mapping approaches (Suh et al., 2007).
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Support for a functional role of Sox2 in NPCs came from knock-

down experiments in vitro (Cavallaro et al., 2008) and conditional

deletion of Sox2 specifically in the brain (Favaro et al., 2009; Ferri

et al., 2004). These experiments revealed that Sox2 depletion

in cultured NPCs attenuates their potential to form neurons,

whereas its absence in vivo causes a rapid loss of GFAP- and

Nestin-expressing precursor cells and a decline in cell pro-

liferation in the dentate gyrus, indicating that Sox2 marks and

maintains NPCs and hence neurogenesis in the adult mouse

hippocampus. Together, these studies demonstrate that Sox2

regulates both developmental and adult stem cell populations

in the brain.

Sox2marks stem and progenitor cell populations in other adult

tissues that depend on Sox2 expression during development.

For example, Sox2+ cells have been detected in progenitors of

the adult retina (Taranova et al., 2006), trachea (Que et al.,

2009), tongue epithelium (Okubo et al., 2009), and dermal papilla

of the hair follicle (Biernaskie et al., 2009; Driskell et al., 2009), as

well as in putative progenitors of the pituitary gland (Fauquier

et al., 2008). More recently, lineage-tracing experiments from

our laboratory and others have demonstrated that immature

Sox2+ cells in the adult testes, forestomach, glandular stomach,

trachea, anus, cervix, esophagus, lens, and dental epithelium

give rise to all mature cell types within these tissues (Arnold

et al., 2011; Juuri et al., 2012). Conditional Sox2 deletion in all

tracheal cells has further shown that postnatal expression of

Sox2 is required to sustain tracheal homeostasis by controlling

the number of proliferating epithelial cells as well as the propor-

tion of basal, ciliated, and Clara cells. The effect of Sox2 loss on

tracheal cell proliferation thus represents an interesting differ-

ence compared with Sox2 loss in the embryonic trachea, which

does not perturb proliferation (Que et al., 2009). Deletion of Sox2

specifically in bronchiolar Clara cells, which serve as facultative

stem cells, also causes reduced cell proliferation and a gradual

loss of differentiation markers for Clara, ciliated, and mucous

cells (Tompkins et al., 2009). This loss indicates that Sox2 is

required for the self-renewal of Clara cells and their differentia-

tion into ciliated and mucous cells. From a molecular viewpoint,

compromised bronchiolar cell proliferation might result from

a derepression of the Sox2 target gene Smad3, thus possibly

activating the antiproliferative Tgf-b pathway (Tompkins et al.,

2009). An important question that remains to be determined is

whether Sox2 expression is required for homeostasis in other

Sox2+ adult tissues besides the airways and the brain.

In addition tomaintaining tissue homeostasis, Sox2 is involved

in tissue repair. For instance, chemically induced damage of the

tracheal epithelium in mice is typically repaired within 7–10 days

due to the activity of basal stem cells (Que et al., 2009). Sox2-

deficient trachea, however, fail to undergo efficient tissue repair

with severe reductions in the number of basal, ciliated, and Clara

cells. Peripheral nerve regeneration is another example for

Sox2’s role in tissue repair. Upon injury, mature adult Schwann

cells re-express Sox2, shed their myelin sheaths and dedifferen-

tiate to a progenitor cell-like state (Parrinello et al., 2010). Sox2

seems to play a direct role in this process by organizing Schwann

cell clustering, a key event during nerve regeneration, through

relocating N-Cadherin molecules. This process then enables

Schwann cells to formmulticellular cords to guide axon regrowth

across the site of injury. It should be interesting to determine

whether Sox2 is reactivated and plays functional roles in other

tissues experiencing cellular damage by promoting dedifferenti-

ation into, or expansion of, resident progenitors.

Sox2 and Disease
Sox2 Deficiency in Developmental Disorders

SOX2 mutations have been identified in a number of develop-

mental diseases and cancer. For example, humans carrying a

heterozygous mutation for SOX2 develop anophthalmia-esoph-

ageal-genital (AEG) syndrome. These patients have abnor-

malities in ectodermal and endodermal tissues including micro-

phthalmia (small eyes), trachea-esophageal fistula, hearing loss,

and brain abnormalities (Kelberman et al., 2006; Williamson

et al., 2006). The heterozygous manifestation of disease in

patients is consistent with the dose-dependent functions of

Sox2 seen in mice. Surprisingly, however, heterozygous mutant

mice are comparatively normal although they exhibit reduced

pituitary size and hormone production as well as testicular

atrophy and infertility with age, possibly from dose-dependent

effects on pituitary and germ cell progenitors (Kelberman et al.,

2006).

Sox2 Dysregulation in Cancer

Accumulating evidence suggests that SOX2 acts as an onco-

gene in some epithelial cancers. The SOX2 locus is amplified

in human squamous cell carcinomas of the lung (23%) and

esophagus (15%) as well as in 27% of human small cell lung

cancers analyzed (Bass et al., 2009; Rudin et al., 2012). Consis-

tently, overexpression of Sox2 in the lungs of mice induces rapid

hyperproliferation (Tompkins et al., 2011) and, in some cases,

adenocarcinomas (Lu et al., 2010), although SOX2 amplifica-

tions have not yet been described in human lung adenocarci-

nomas. While the molecular function that Sox2 plays in tumori-

genesis remains to be determined, recent evidence points

toward proproliferative, prosurvial, and/or antidifferentiation

roles. For instance, knockdown of SOX2 in human cell lines,

derived from squamous cell caricinomas and small cell lung

cancer, compromises growth (Bass et al., 2009; Rudin et al.,

2012). Moreover, genetic reduction of Sox2 levels by half in an

animal model of pituitary cancer significantly reduces tumor

formation (Li et al., 2012a). Lastly, Sox2 was shown to be critical

for the proliferation and differentiation of human osteosarcoma

cell lines in vitro and in an in vivo transplantation model by antag-

onizing WNT signaling. SOX2 expression has also been sug-

gested to contribute to cellular invasion in tumors of neural

and neural crest origin such as glioma (Ikushima et al., 2009),

melanoma (Laga et al., 2010), and Merkel cell carcinoma (Laga

et al., 2010), in which it is overexpressed. Thus, analogous

to its multiple roles in development and differentiation, Sox2

appears to function at various levels of carcinogenesis to pro-

mote tumor growth.

An important question is whether Sox2 is already expressed in

the cell of origin for these tumors or whether it is activated ectop-

ically. While it is plausible that tumors forming within Sox2+

tissues originate from a Sox2+ cell type (e.g., lungs, esophagus,

neural cells, and Merkel cells), unequivocal (genetic lineage

tracing) evidence for this conclusion is lacking. Interestingly,

two reports detected ectopic Sox2 expression in rare tumor

stem cell-like populations isolated from genetically induced

mouse models of squamous cell carcinoma of the skin (Beck
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et al., 2011; Schober and Fuchs, 2011). Even though skin

epidermis (ectoderm) has a similar structure as the Sox2+ squa-

mous epithelia of the gastrointestinal tract (endoderm), Sox2 is

not normally expressed in skin keratinocytes. It remains to be

tested whether ectopic Sox2 expression has any functional

consequences on these tumors. It is further interesting to note

in this context that the ectopic expression of the reprogramming

gene Oct4 in mice results in rapid but reversible tumor formation

in several Sox2-expressing squamous epithelia by expanding

adult progenitors and preventing their differentiation (Hochedlin-

ger et al., 2005). It is therefore conceivable that Oct4 and Sox2

cooperate in these tissues, like in pluripotent cells, to induce

tissue hyperplasia.

Involvement of Other Sox Factors in Stem Cell Biology
Like Sox2, the SoxE group member Sox9 is expressed in several

endoderm-derived and ectoderm-derived tissues. For example,

Sox9 marks stem and progenitor cells in the adult intestine,

liver, and exocrine pancreas that produce a continuous supply

of enterocytes, hepatocytes, and acinar cells, respectively,

under both homeostatic and certain injury conditions (Furuyama

et al., 2011). In addition to these endodermal tissues, Sox9 func-

tions to maintain stem cells in ectodermal tissue stem cells

including the hair follicles of the adult skin (Nowak et al., 2008),

multipotent mouse retinal progenitor cells (Poché et al., 2008),

NPCs (Scott et al., 2010), neural crest stem cells (Cheung and

Briscoe, 2003), and mammary stem cells (Guo et al., 2012).

Furthermore, Sox9 is upregulated in a number of neural tumors

and basal cell carcinomas (Kordes and Hagel, 2006; Miller

et al., 2006; Nowak et al., 2008), and expression of Sox9

promotes the tumorigenic and metastasis-seeding abilities of

human breast cancer cells in a transplant model (Guo et al.,

2012), raising the interesting possibility that Sox9 confers stem

cell-like properties upon tumor cells.

Other Sox factors have been implicated in stem cell mainte-

nance, which will not be covered in detail in this Review (Table

1). Briefly, expression of Sox10, which like Sox9 is a member

of the SoxE group, ensures stem cell survival, maintains multipo-

tency and suppresses neuronal differentiation in neural crest

stem cells (Kim et al., 2003). The SoxF group member Sox17 is

required for themaintenance of fetal and neonatal hematopoietic

stem cells (HSCs) but is dispensable in adult hematopoiesis (Kim

et al., 2007). The SoxE group member Sox8 and the SoxG group

member Sox15 mark muscle satellite cells, and their individual

overexpression in amyoblast cell line preventsMyoD expression

and differentiation into myotubes (Meeson et al., 2007; Schmidt

et al., 2003). Individual knockout mice for Sox8 and Sox15 do not

have an overt phenotype, suggesting redundancy. However,

Sox15 mutant mice exhibit defects in muscle regeneration, indi-

cating a requirement for Sox15 after injury (Meeson et al., 2007).

Finally, the SoxB1 group member Sox3 marks undifferentiated

spermatogonia, and its depletion leads to loss of spermatogen-

esis and nearly agametic male mice (Raverot et al., 2005).

A few general conclusions can be drawn from these and

other studies examining different Sox genes in stem cell biology.

First, most Sox factors are expressed in multiple types of

stem and progenitor cell types. Second, many Sox factors act

redundantly in the maintenance of stem cells (e.g., Sox1, Sox2,

Sox3, and Sox9 in NPCs), which may explain why certain Sox

gene knockouts do not exhibit obvious phenotypes due to

compensation by other Sox factors. Third, different Sox factors

may be expressed at subsequent stages of differentiation within

a cell lineage (e.g., Sox2/Sox3 and Sox11 during NPC differenti-

ation into neurons or Sox9 and Sox10 during neural crest stem

cell differentiation and migration) (Bergsland et al., 2011; Guth

and Wegner, 2008). Lastly, Sox factors may be expressed in

complementary patterns within a developing or adult tissue

(e.g., Sox9 and Sox2 in multipotent distal tip cells and proximal

epithelial cells in the developing lung, (Rawlins, 2011) or in bulge

stem cells and DP cells of the hair follicle, respectively (Nowak

et al., 2008; Driskell et al., 2009)). The broad expression patterns

and the partial redundancy ofmany Sox factors are thought to be

the consequence of subfunctionalization and neofunctionaliza-

tion of Sox genes resulting from an expansion of Sox genes

during vertebrate evolution (Guth and Wegner, 2008).

Sox Factors in Cellular Reprogramming
Given that Sox factors play critical roles in establishing andmain-

taining cell types during development and in the adult, it is

conceivable that their ectopic expression in heterologous cell

types is sufficient to change cell fates. Indeed, Sox2 is one of

the key reprogramming factors for the derivation of induced

pluripotent stem cells (iPSCs) from somatic cells. Sox2 is

required toward the end of reprogramming (Chen et al., 2011),

presumably by activating its own transcription as well as

hundreds of pluripotency-associated targets to stabilize the

pluripotent state. In fact, a recent study by Jaenisch and col-

leagues suggested that activation of the endogenous Sox2 locus

during cellular reprogramming initiates a cascade of transcrip-

tional events that takes place exclusively in cells destined to

form iPSCs (Buganim et al., 2012). Notably, as a reprogramming

factor, Sox2 can be replaced by the most closely related Sox

family members, Sox1 and Sox3, but not by more distant

members Sox7, Sox15, Sox17, or Sox18 (Nakagawa et al.,

2008). The finding that certain Sox factors cannot replace Sox2

despite similar DNA binding characteristics might result from

the differential abilities of Sox factors to interact with Oct4 to

activate common target genes. In support of this notion single

amino acid substitutions within the Oct4 domain that normally

interact with Sox2 in ESCs can abrogate its ability to generate

iPSCs (Jauch et al., 2011). Conversely, introducing Sox17-

compatible amino acid changes into this Oct4 domain generates

a variant that no longer recognizes Sox2 and instead endows

Sox17 with the potential to induce pluripotency in combination

with Oct4, Klf4, and c-Myc (Jauch et al., 2011). This experiment

corroborates the notion that the binding partners of Sox2 often

confer target gene specificity, resulting in the activation of

different gene expression programs in cells that express the

same Sox factors.

Surprisingly, Sox2 is dispensable for pluripotency gene activa-

tion in somatic cells after cell fusion with ESCs. This nonessential

role contrasts with a requirement for Oct4 during cell fusion-

mediated reprogramming and might suggest that Oct4 can

compensate for the loss of Sox2 in this context, similar to what

was seen in self-renewing ESCs (Masui et al., 2007). Alterna-

tively, Sox15, which is also expressed in ESCs (Maruyama

et al., 2005), might replace Sox2 exclusively during fusion-

induced reprogramming.
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Sox2 expression alone or in combination with different neural

transcription factors has been reported to directly reprogram

fibroblasts into neural stem cells (Han et al., 2012; Ring et al.,

2012; Thier et al., 2012), suggesting that Sox2 can induce

different cell fates depending on the presence of cofactors and

environmental cues. This notion is in agreement with an earlier

finding by Kondo and Raff, who discovered that exposure of

rat oligodendrocyte progenitors to PDGF and bFGF induced

their reversion into self-renewing multipotent NPC-like cells

capable of giving rise to astrocytes, oligodendriocytes, and neu-

rons (Kondo and Raff, 2000, 2004). Interestingly, the authors

showed that this growth factor-mediated reversion depends on

the reactivation of the Sox2 locus through a mechanism that

involves direct recruitment of the chromatin remodeling factor

Brahma and the tumor suppressor Brca1 to its promoter region

(Kondo and Raff, 2004).

The ability to induce new cell states from heterologous cell

types has recently been demonstrated for other Sox family

members including Sox9 and Sox17. Specifically, coexpression

of Sox9 and Slug in differentiated luminal cells produces induced

multipotent cells which have long-term mammary gland recon-

stituting potential in transplantation assays (Guo et al., 2012).

Similarly, forced expression of the fetal HSC transcription factor

Sox17 in adult committed progenitors endows them with fetal

HSC characteristics including an enhanced self-renewal poten-

tial, long-term multilineage reconstitution ability, and biased

erythroid and myeloid differentiation over lymphoid differentia-

tion, although prolonged overexpression causes leukemia (He

et al., 2011). Together, these findings underscore the powerful

effects Sox factors have in endowing differentiated cells with

immature stem cell-like properties (summarized in Figure 3).

Mechanismsbywhich Sox2Controls Cell FateDecisions
Sox2 expression, like that of many other Sox factors, is modu-

lated by extracellular signals and intracellular cofactors. Here,

we review examples of how Sox2 expression can be positively

or negatively regulated by different extracellular cues in different

tissues and discuss intracellular mechanisms by which Sox2

expression is controlled in pluripotent and adult stem cells

(Figure 4).

Extracellular Regulators of Sox2 Expression

Sox2 expression is positively and negatively influenced by dif-

ferent extracellular signals in vivo and in vitro. For instance, Fgf

signaling from the surrounding ventral mesenchyme negatively

regulates Sox2 expression during embryonic foregut patterning,

resulting in a separation of esophagus and trachea (Que et al.,

2007). In the developing taste buds, Wnt signaling induces

Sox2 expression in endodermal progenitors, causing their differ-

entiation into taste bud cells at the expense of keratinocytes

(Okubo et al., 2006). In calvarial osteoblast progenitors, how-

ever, Sox2 is positively regulated by Fgf signaling. Upregulation

ofSox2, in turn, inhibitsWnt signaling bymeans of physical asso-

ciation of Sox2 with beta-catenin (Mansukhani et al., 2005).

In cultured pluripotent ESCs, Sox2 targets are co-occupied

by Smad1 and Smad3 proteins, the downstream effectors of

Tgf-b signaling that are essential for self-renewal (Chen et al.,

2008; Mullen et al., 2011). Notably, one of the genes targeted

byOct4, Sox2, and Smad3 is the Tgf-b inhibitor Lefty1, indicating

that tight regulation of this pathway is necessary to maintain

pluripotency. Similar to Tgf-b signaling in ESCs, Egf and Shh

signaling stimulate Sox2 expression in NPCs (Favaro et al.,

2009). Once activated, Sox2 binds to the Egfr and Shh genes

among many other targets, thus engaging in positive feedback

loops that are important for themaintenance of stem cells (Enge-

len et al., 2011; Hu et al., 2010). In agreement with this molecular

link, Sox2-deficient NPCs fail to produce sufficient Shh, leading

to loss of NPC cultures and dentate gyrus hypoplasia, respec-

tively (Favaro et al., 2009). Remarkably, these phenotypes can

be partially restored in vitro and in vivo by supplying recombinant

Shh or an Shh agonist (Favaro et al., 2009). A similar connection

has been observed between Shh and Sox9 in NPCs (Scott et al.,

2010). In contrast to Shh and Egf signaling, which promotesSox2

expression, thyroid hormone signaling induces differentiation

of neural progenitors into neuroblasts by suppressing Sox2

A

B
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Figure 3. Sox Factors as Inducers of Cellular
Reprogramming
Examples of Sox factors whose enforced expres-
sion in other cell types induces dedifferentiation.
(A) Ectopic expression of Sox2 in combination with
Klf4, Oct4, and c-Myc endows somatic cells with
pluripotency, giving rise to induced pluripotent
stem cells (iPSCs).
(B) Sox2 expression alone or together with other
factors reprograms fibroblasts into induced neural
stem cells (iNSCs).
(C) Sox9 expression in combination with Slug
expression, converts differentiated luminal cells
into mammary stem cells capable of generating
an entire mammary ductal tree when transplanted
into a mammary fat pad.
(D) Sox17 expression in adult hematopoietic stem
and progenitor cells induces a fetal-like hemato-
poietic stem cell state. These cells have increased
self-renewal potential and express HSC markers.
However, long-term Sox17 expression in the adult
leads to leukemogenesis.
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expression (López-Juárez et al., 2012). Specifically, thyroid

receptor-alpha1 binds to a negative thyroid hormone response

element within theSox2 enhancer, resulting inSox2 repression in

a hormone-dependent fashion. Finally, Ephrin signaling causes

Sox2 stabilization during Schwann cell regeneration, leading to

N-Cadherin remodeling and subsequent Schwann cell clustering

(Parrinello et al., 2010). In summary, these and several other

examples (Domyan et al., 2011; Takemoto et al., 2006) demon-

strate that major signaling pathways can positively or negatively

control Sox2 expression levels during embryonic development,

stem cell homeostasis, and tissue regeneration in a context-

dependent manner. Furthermore, Sox2 itself often modulates

these signals by directly activating or repressing key regulators

of these pathways.

Intracellular Modulators of Sox2 Expression in

Pluripotent Stem Cells

Once Sox2 is activated by extracellular signals, intracellular

cofactors ensure that the proper set of target genes is activated

in a cell type-specific fashion. One way to achieve this is to

collaborate with other cell type-specific transcription factors.

As discussed earlier, Sox2 physically associates with and co-

occupies targets with other key pluripotency factors including

Oct4 and Nanog in ESCs, thus contributing to target gene spec-

ificity. Of note, the combination and complexity of these plu-

ripotency transcription factors at individual targets determines

whether they will be activated or repressed. That is, targets

bound by one or few transcription factors tend to be repressed,

B

A Figure 4. Mechanisms by which Sox2
Controls Self-Renewal and Differentiation in
Pluripotent and Multipotent Stem Cells
(A) Sox2 activates self-renewal genes and re-
presses differentiation genes in a cell type-specific
manner by (1) interpreting tissue-specific signals
and (2) interacting with other cell type-specific
cofactors. For example, in ESCs, Sox2 occupies
many targets containing Oct4-Sox2 consensus
sequences and partners with downstream effec-
tors of ESC-specific signaling pathways including
Stat3 (LIF pathway). In NPCs, Sox2 occupies target
genes that also contain binding sites for the brain-
specific factors Brn2 and Chd7, thus activating
different sets of genes. In addition, Sox2 activates
its own transcription and regulates components of
the signaling pathways that control self-renewal,
thereby promoting maintenance of the undifferen-
tiated state.
(B) In addition to activating self-renewal genes and
suppressing lineage-specific genes, Sox2 acts as
a pioneer factor to prime stem cells for subsequent
gene activation. Sox2 occupies silent NPC genes
in ESCs, which carry bivalent domains poised for
gene activation. Upon differentiation into NPCs,
Sox2 and Sox3 cooperate to activate self-renewal
genes while keeping neuronal differentiation genes
in a silent but bivalent state. When NPCs undergo
terminal differentiation, Sox2 and Sox3 disengage
from neuronal-specific enhancers and are re-
placed by Sox11.

whereas targets occupied by multiple

factors tend to be expressed in ESCs

(Kim et al., 2008; Sridharan et al., 2009).

To ensure maintenance of the undifferen-

tiated state of ESCs, Sox2 as well as other

pluripotency factors engage in autoregulatory loops to boost

their own expression (Boyer et al., 2005).

The observation that ectopic expression of Oct4 and Sox2

alone are insufficient to activate the well-known target gene

Nanog in a cell-free system (Fong et al., 2011) motivated efforts

to identify additional cofactors. Tjian and colleagues employed

an elegant biochemical approach to purify the ‘‘stem cell coacti-

vation complex’’ (SCC) that collaborates with Oct4 and Sox2 to

transcriptionally activate theNanog promoter. SCC components

also occupy hundreds of other Oct4/Sox2 targets in ESCs as

determined by ChIP-seq analysis (Fong et al., 2011). The SCC

complex contains the trimeric XPC-nucleotide excision repair

complex and is thought to act as a molecular link that couples

stem cell-specific gene expression programs with genome sur-

veillance and stability in ESCs. Interestingly, the tumor sup-

pressor protein p53 has recently been implicated in a similar

role in ESCs. However, unlike the SCC complex, p53 binds to

the distal enhancers of ESC-specific genes including Sox2,

causing their repression upon DNA damage (Li et al., 2012b).

In ESCs, Sox2 additionally requires binding of chromatin

modifiers to induce expression of pluripotency-associated tar-

gets and repression of differentiation-associated targets. For

example, Sox2, Oct4, and Nanog cooperate with WD repeat

domain 5 (Wdr5), an effector of activating H3K4 methylation, to

maintain robust expression of self-renewal genes in ESCs (Ang

et al., 2011). Active Sox2 targets are also cobound by compo-

nents of the cohesion and mediator complex responsible for
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bridging enhancer and promoter elements to ensure efficient

gene expression (Kagey et al., 2010). Recent evidence suggests

that Sox2 might even interact with ESC-specific long noncoding

RNAs (lncRNAs) (Ng et al., 2012) to silence differentiation-asso-

ciated genes in self-renewing ESCs.

During ESC differentiation, ESC-associated genes need to

be rapidly downregulated, which is again achieved by multiple

mechanisms. For example, the H3K4/K9 demethylase Lsd1

and HDACs1/2 silence active Oct4/Sox2-occupied enhancers

in ESCs (Whyte et al., 2012). Recent evidence further documents

an unanticipated role for cell-cycle inhibitors in transcrip-

tional suppression of stem cell genes. The cell-cycle-dependent

kinase inhibitor p27, which is rapidly activated as cells differen-

tiate and thus exit the cell cycle, directly binds to and inhibits

Sox2’s SRR2 enhancer (Li et al., 2012a). In parallel with these

transcriptional and epigenetic mechanisms, negative feedback

loops kick in during differentiation that shut down the pluripo-

tency program at the posttranscriptional level. This is exempli-

fied by RNA miR-145, which is normally repressed by OCT4 in

ESCs, and becomes activated to target OCT4, SOX2, and

KLF4 RNAs for degradation when ESCs differentiate (Xu et al.,

2009a). Thus, Sox2 interacts at the genic, transcript, and protein

levels with other core pluripotency factors, DNA repair com-

plexes, cell-cycle regulators, miRNAs, activating, and repressive

chromatin regulators to control specific gene expression pro-

grams that balance the decision between self-renewal and dif-

ferentiation in pluripotent cells.

Intracellular Modulators of Sox2 Expression in Adult

Stem Cells

Similar to ESCs, Sox2 induces the expression of self-renewal

pathways and inhibits the expression of differentiation genes in

NPCs. Because Oct4 and other pluripotency-associated genes

are silenced in NPCs, Sox2 partners with different transcription

factors to activate alternative targets. In early neural progenitors,

Sox2 has been shown to interact with the brain-specific POU

factor Brn2 to activate the NPC-associated Nestin gene (Tanaka

et al., 2004). More recently, the chromatin remodeling ATPase

Chd7, which has been associated with CHARGE syndrome,

was shown to physically interact and co-occupy targets with

Sox2 in NPCs (Engelen et al., 2011). Sox2 and Chd7 coregulate

a set of target genes of the Notch and Shh signaling pathways

important for stem cell self-renewal. The nuclear receptor tailess

(TLX) has been identified as another key target of Sox2 in NPCs.

TLX functions as a transcriptional repressor that is important for

NPC maintenance and neurogenesis in adult mice. Sox2 physi-

cally interacts with TLX and forms complexes on DNA, possibly

to suppress differentiation genes (Shimozaki et al., 2012).

Sox2 expression itself is maintained in NPCs by direct tran-

scriptional activation through Ars2, a zinc finger protein typically

involved in miRNA biogenesis (Andreu-Agullo et al., 2011). Chro-

matin immunoprecipiation experiments have shown that Ars2, in

a miRNA pathway-independent manner, binds to the promoter

region of Sox2 and activates its expression. Ars2 deletion leads

to a loss of NPC self-renewal and multipotency both in vitro and

in vivo. Importantly, this defect can be rescued by Sox2 overex-

pression (Andreu-Agullo et al., 2011). Similarly, the transcription

factor myeloid Elf-1-like factor (MEF) binds to the Sox2 locus and

stimulates its expression in the context of neurospheres and

glioma cells (Bazzoli et al., 2012). Forced Sox2 expression also

rescues the inability of MEF�/� cells to form neurospheres. In

analogy to p27’s inhibition of Sox2 expression during ESC differ-

entiation, the cell-cycle-dependent kinase inhibitor p21 was

shown to suppress Sox2 expression during NPC differentiation

(Marqués-Torrejón et al., 2013).

Posttranslational modifications, such as acetylation (Baltus

et al., 2009; Sikorska et al., 2008), sumoylation (Tsuruzoe et al.,

2006), phosphorylation (Jeong et al., 2010), and arginine methyl-

ation (Zhao et al., 2011), have also been described to influence

the transcriptional activity of Sox2 in ESCs or NPCs. In the case

of Sox2, these modifications cause either transcriptional activa-

tion (phosphorylation, methylation) or repression (sumoylation,

acetylation) by controlling Sox2’s stability, nuclear-cytoplasmic

localization, or transactivation potential. Collectively, these re-

sults demonstrate that Sox2+ adult stem cells utilize some of

the same, as well as different, mechanisms as ESCs to control

the balance between self-renewal and differentiation. It is worth

mentioning that Sox2 has been shown to collaborate with addi-

tional transcription factors in the development of other tissues.

We refer to an excellent review exploring the various partners of

Sox proteins for greater detail (Kondoh and Kamachi, 2010).

Sox Proteins as Pioneer Factors

Pioneer factors are transcription factors that occupy silenced

target genes in progenitor cells and keep them in a poised

state for activation at subsequent stages of differentiation (Zaret

and Carroll, 2011). A classical example is the transcription fac-

tor FoxD3, essential for the maintenance of ESC self-renewal

(Hanna et al., 2002). FoxD3 occupies the enhancer of the silent

liver-specific Alb1 gene in ESCs, thereby keeping it poised for

activation upon differentiation into liver cells, when FoxA1

replaces FoxD3 to activate transcription (Xu et al., 2009b).

Recent evidence exploring the genome-wide targets of different

Sox factors during neural differentiation from ESCs supports

the notion that Sox factors may also function as pioneer factors

and thus contribute to differentiated cell fates (Bergsland et al.,

2011). In ESCs, Sox2 binds to ESC-specific enhancers, which

are active and carry H3K4me3 marks, as well as to neural

enhancers, which are silent and carry bivalent H3K4me3/

H3K27me3 marks. Upon differentiation into NPCs, Sox2 collab-

orates with Sox3 to relocate from pluripotent to neural-specific

gene enhancers. These enhancers either are active in NPCs

and hence carry the H3K4me3 mark or are inactive but poised

and hence carry bivalent marks. After neuronal differentiation,

both types of enhancers exchange their SoxB1 factors for

SoxC factors, including Sox11. At the same time, previously

active NPC enhancers acquire the repressive H3K27me3 mark,

whereas the poised bivalent enhancers convert to a monvalent

H3K4-enriched chromatin signature, resulting in gene activation.

Sox2 might also act as a pioneer factor during hematopoeisis.

In ESCs, Sox2 and FoxD3 bind together to the enhancers of the

repressed bivalent lambda5-VpreB1 and Pax5 genes important

in pro/preB cells (Liber et al., 2010). Specifically, Sox2 has

been suggested to mediate deposition of a tightly localized

peak of H3K4 di and trimethylation at these enhancers whereas

Foxd3 suppresses intergenic transcription. Sox2 is subsequently

replacedby theSoxCgroupmemberSox4andFoxD3by another

Forkhead transcription factor in hemangioblasts, which are early

progenitors for the hematopoietic and endothelial lineages,

leading to robust gene activation during B cell differentiation.
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Another interesting question raised by these observations is

whether Sox2 along with the transcription factors Oct4, Klf4,

and c-Myc may also function as pioneer factors during iPSC

generation. An examination of binding patterns of the four

factors 48 hr after their induction in fibroblasts showed that

Sox2, Oct4, Klf4, and c-Myc mostly bind to enhancers of early

reprogramming genes, which are not yet activated (Soufi et al.,

2012). While Sox2, Oct4, and Klf4 expression alone allow access

of these targets, c-Myc expression alone does not. Thus, Sox2,

Oct4, and Klf4 indeed seem to act as pioneer factors for c-Myc

early in reprogramming. In addition, c-Myc expression enhances

binding of Oct4, Klf4, and Sox2 to their targets, thus facilitating

efficient chromatin engagement. Together, these three exam-

ples expand the role of Sox2 from a transcriptional activator

to a pioneer factor that poises silenced genes for expression

during normal development and cellular reprogramming.

Concluding Remarks
The molecular and functional analyses of the Sox family of tran-

scription factors over the past two decades have documented

their important roles in various aspects of stem cell biology:

Biochemical dissection of protein interaction partners and DNA

targets using genome-wide approaches has provided a molec-

ular explanation for the previously observed versatility of indi-

vidual Sox factors in regulating proliferation and differentiation

of progenitor and stem cells in different tissues and at different

stages of development. Sox factors respond to different extra-

cellular signals and interact with a host of intracellular cofactors,

such as cell type-specific transcription factors and chromatin

regulators, to control different sets of genes in distinct cell types.

In addition, Sox factors compete with transcription factors of

alternative lineages to drive different cell fates during develop-

ment. At the molecular level, this is often accomplished by

directly activating genes that promote their own lineage and re-

pressing genes of alternative lineages. Interestingly, the compar-

ison of genomic binding sites of different Sox proteins along

a neural differentiation paradigm demonstrated that Sox factors

do not simply serve to activate self-renewal genes and repress

differentiation genes but also function as pioneer factors to poise

genes for activation by a related Sox factor once differentiation

ensues. It should be informative to determine whether this prin-

ciple also applies to Sox factors in other cellular lineages (e.g.,

Sox17 in hematopoietic cells or Sox9 in hair follicle cells).

Most insights into the biology of Sox factors have come from

developmental studies. The finding that Sox factors are also ex-

pressed in numerous adult stem and progenitor cell populations

raises interesting questions about the molecular and functional

roles they play in tissue homeostasis and regeneration com-

pared with their functions during development. The availability

of appropriate mouse models and the ability to maintain rare

stem cell populations in culture, combined with genome-wide

technologies, should now enable researchers to address this

fundamental question at the mechanistic level.

Reprogramming experiments have underscored the power of

Sox factors in switching cell fates. However, the underlying

mechanisms are still poorly understood. It might be possible to

predict from available expression and ChIP-seq data which

combinations of Sox factors, together with appropriate partners,

are sufficient to generate desired cell states in culture fromplurip-

otent or differentiated cells. Given that certain SOX genes are

amplified or overexpressed in human cancer, it is intriguing to

speculate that Sox factors also contribute to tumorigenesis by

endowing differentiated or progenitor cells with a more primitive

stemcell-like state. Indeed, studiesmanipulatingSox17 in hema-

topoiesis and Sox9 in mammary stem cells support this notion.

In summary, accumulating evidence implicates many Sox

factors in pluripotent and multipotent stem cell biology and

tissue regeneration. A better understanding of the mechanisms

by which Sox factors induce and maintain stem cell populations

should provide important insights into how tissue stem cells are

generated and maintained and might lead to strategies to treat

degenerative diseases or cancer affecting those tissues.
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zoti, K., Carneiro, C., Martı́nez, G., Vidal, A., et al. (2012a). p27(Kip1) directly
represses Sox2 during embryonic stem cell differentiation. Cell Stem Cell
11, 845–852.

Li, M., He, Y., Dubois, W., Wu, X., Shi, J., and Huang, J. (2012b). Distinct regu-
latory mechanisms and functions for p53-activated and p53-repressed DNA
damage response genes in embryonic stem cells. Mol. Cell 46, 30–42.

Liber, D., Domaschenz, R., Holmqvist, P.-H., Mazzarella, L., Georgiou, A., Le-
leu, M., Fisher, A.G., Labosky, P.A., and Dillon, N. (2010). Epigenetic priming of
a pre-B cell-specific enhancer through binding of Sox2 and Foxd3 at the ESC
stage. Cell Stem Cell 7, 114–126.
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Mammalian aging is associated with reduced tissue regeneration, increased degenerative disease, and
cancer. Because stem cells regenerate many adult tissues and contribute to the development of cancer
by accumulating mutations, age-related changes in stem cells likely contribute to age-related morbidity.
Consistent with this, stem cell function declines with age in numerous tissues as a result of gate-keeping
tumor suppressor expression, DNA damage, changes in cellular physiology, and environmental changes in
tissues. It remains unknown whether declines in stem cell function during aging influence organismal
longevity. However, mechanisms that influence longevity also modulate age-related morbidity, partly
through effects on stem cells.

Introduction
Damage accumulates in biological macromolecules during

aging, impairing cellular processes, tissue homeostasis, and

organ function. This contributes to the onset of age-related

diseases, including cognitive (Yankner et al., 2008), neoplastic

(Hoeijmakers, 2009), immunologic (Dorshkind et al., 2009), and

metabolic (Wallace, 2005) disorders. Age-related morbidity is

determined partly by changes in nondividing differentiated cells,

such as neurons (Lu et al., 2004), and partly by changes inmitotic

cells, including stem cells, restricted progenitors, and differenti-

ated cells (Sharpless and DePinho, 2007).

Stem cells persist throughout life in numerous mammalian

tissues, replacing cells lost to homeostatic turnover, injury, and

disease. However, stem cell function declines with age in

a number of tissues, including the blood (Morrison et al.,

1996b; de Haan et al., 1997; Chen et al., 2000), forebrain (Kuhn

et al., 1996; Maslov et al., 2004; Molofsky et al., 2006), skeletal

muscle (Conboy et al., 2003, 2005), and skin (Nishimura et al.,

2005) (Table 1). These declines in stem cell function may

contribute to degeneration and dysfunction in aging regenerative

tissues (Sharpless and DePinho, 2007). Thus, age-related

changes in the function of stem cells and other progenitors

may contribute to some diseases of aging, particularly in regen-

erative tissues, even while other diseases of aging may not be

influenced by stem cell aging at all.

It is unknown whether stem cell aging influences mammalian

life span. However, in Drosophila genetic changes that improve

homeostasis in the intestinal epithelium by blocking stem cell

overproliferation and differentiation defects during aging do

extend life span (Biteau et al., 2010). This raises the possibility

that some age-related changes in mammalian stem cells

promote homeostasis in aging tissues despite declines in stem

cell function.

It is important to emphasize that stem cells are not the only

mitotic cells that persist throughout life and whose aging might

influence age-related diseases. Like stem cells, some restricted

progenitors and differentiated cells are also perpetuated

throughout life by intermittent self-renewing divisions. Such cells

include pancreatic b cells and memory B and T cells. During

aging, declines in the number or function of pancreatic b cells

(Teta et al., 2005) and memory T cells (Liu et al., 2011) contribute

to the development of type 2 diabetes (Butler et al., 2003) and

reduced immune function (Dorshkindet al., 2009). There is at least

some overlap in self-renewal mechanisms between these differ-

entiated cells and stem cells (Luckey et al., 2006). This suggests

that some of the mechanisms that regulate stem cell aging may

also regulate the aging of mitotic differentiated cells, and both

classes of progenitors may contribute to age-related morbidity.

Stem cells must change their properties throughout life to

match the changing growth and regeneration demands of

tissues. Stem cells divide rapidly during fetal development to

support rapid growth. By young adulthood, growth has slowed

or ceased in mammalian tissues and most stem cells are quies-

cent most of the time, intermittently dividing to maintain tissue

homeostasis. In old adults, stem cells increase gate-keeping

tumor suppressor expression. This may reduce the incidence

of cancer in aging tissues, but also reduces regenerative

capacity (Janzen et al., 2006; Krishnamurthy et al., 2006; Molof-

sky et al., 2006). These changes in stem cells likely reflect

regulation by heterochronic genes—genes whose expression

changes over time in a way that causes temporal changes in

stem cell function (Nishino et al., 2008; Toledano et al., 2012).

Heterochronic genes were originally identified as regulating the

timing of developmental transitions in C. elegans (Ambros and

Horvitz, 1984). This raises the question of whether the increase

in tumor suppressor expression and the temporal changes in

stem cell function in aging mammalian tissues are partly devel-

opmentally programmed.

Mitochondrial activity, tissue growth, and metabolic rates

during development can also influence life span and the rates

of cellular aging at later stages of life (Dillin et al., 2002). Thus,

the aging of stem cells cannot be considered in isolation but

rather in the context of temporal changes in stem cell and tissue

properties that occur throughout life.

Like all cells, stem cell aging is determined partly by the accu-

mulation of damage over time. Declines in stem cell function
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during aging can be precipitated by telomere shortening, DNA

damage, and mitochondrial damage (Choudhury et al., 2007;

Rossi et al., 2007; Sahin and Depinho, 2010) (Figure 1).

Stem cell aging can be slowed by dietary restriction (Lee et al.,

2000; Chen et al., 2003; Mair et al., 2010; Cerletti et al., 2012)

and by exposure to humoral factors from a young parabiont

(sharing circulation with an old mouse) (Conboy et al., 2005;

Villeda et al., 2011). In this review we discuss all of these mech-

anisms that influence stem cell aging in the context of mecha-

nisms that are known to influence general cellular aging and

life span.

Gate-Keeping Tumor Suppressors
Gate-keeping tumor suppressors (such as p16Ink4a, p19Arf, and

p53—see Figure 2) negatively regulate cellular proliferation and

survival (Kinzler and Vogelstein, 1997). These gene products

were first discovered by virtue of their role in cancer, but

probably evolved to regulate homeostasis in normal tissues

by regulating the proliferation and survival of normal cells.

Their role in cancer reflects the ability of cancer cells to evade

normal homeostatic controls by deleting these genes. Gate-

keeping tumor suppressors tend to negatively regulate stem

cell function (He et al., 2009) and regulate stem cell aging

because their expression and/or function increase with age

(Krishnamurthy et al., 2004, 2006; Janzen et al., 2006; Molofsky

et al., 2006).

A regulatory pathway of heterochronic genes increases gate-

keeping tumor suppressor expression in aging stem cells

(Figure 2A). let-7microRNA expression increaseswith age, prob-

ably inmany types of stem cells, eliminating the expression of the

high mobility group transcriptional regulator, Hmga2, in stem

cells from old mice (Nishino et al., 2008). Hmga2 is a proto-onco-

gene and let-7 target. The loss of Hmga2 expression from neural

stem cells reduces their frequency and self-renewal potential by

increasing the expression of p16Ink4a and p19Arf (Nishino et al.,

2008). p16Ink4a is a cyclin-dependent kinase inhibitor (Figure 2B)

whose expression increases in aging mouse and human tissues

(Krishnamurthy et al., 2004), reducing stem cell frequency and

self-renewal potential in multiple tissues (Janzen et al., 2006;

Krishnamurthy et al., 2006; Molofsky et al., 2006). Elevated

p16Ink4a expression also depletes certain differentiated progen-

itors during aging, including pancreatic b cells (Krishnamurthy

et al., 2006) and memory T cells (Liu et al., 2011).

p19Arf (p14Arf in humans) also increases with age in mouse

tissues (Zindy et al., 1997; Krishnamurthy et al., 2004). p19Arf

promotes p53 protein stability by inhibiting Mdm2-mediated

degradation (Figure 2B). It has not yet been tested whether

p19Arf negatively regulates stem cell function in aging tissues.

Beyond the mechanisms described above, there are likely to

be a number of other mechanisms that regulate changes in

p16Ink4a and p19Arf expression during aging, including yet undis-

covered mechanisms. A decline in the expression of the poly-

comb complex component, Ezh2, contributes to increased

p16Ink4a and p19Arf expression in aging pancreatic b cells

(Chen et al., 2009b). Whether a change in polycomb complex

activity contributes generally to changes in p16Ink4a and p19Arf

expression in aging stem cells remains untested.

The increase in gate-keeping tumor suppressor expression in

aging tissues, and the onset of senescence in some aging cells,

may oppose the increased incidence of cancer during aging

(Campisi, 2005; Signer et al., 2008). Indeed, p16Ink4a and/or

p19Arf deficiency increase the incidence of cancer in adult

mice (Serrano et al., 1996; Kamijo et al., 1997), and humans

with germline loss-of-function mutations in p16Ink4a/p14Arf have

more adult-onset cancers (Ruas and Peters, 1998). However, it

remains unclear whether the physiological increase in p16Ink4a

and p19Arf expression in aging cells suppresses cancer or

whether an even higher level of p16Ink4a and p19Arf expression,

induced by oncogenic stimuli, is responsible for cancer suppres-

sion. Transgenic mice with an extra copy of the p16Ink4a/p19Arf/

p15Ink4b and p53 loci have a lower cancer incidence, though

this may reflect the inability of cancer cells to delete the extra

copy of the locus rather than the modestly increased expression

of these tumor suppressors under physiological conditions (Gar-

cı́a-Cao et al., 2002; Matheu et al., 2004, 2007).

While p53 expression promotes the maintenance of genomic

integrity (Schoppy et al., 2010), the net effect of p53 in a wild-

type background is to negatively regulate stem cell function, at

least in hematopoietic stem cells (HSCs) from young adult

mice (TeKippe et al., 2003), presumably by opposing cell cycle

entry, blocking symmetric division, or inducing cell death (Cical-

ese et al., 2009; Liu et al., 2009b) (Figure 2 and Figure 3). Elevated

p53 expression or constitutive p53 activation can deplete stem

cells (Lee et al., 2010), cause premature aging, and shorten life

span despite reducing cancer incidence (Tyner et al., 2002;

Dumble et al., 2007; Gannon et al., 2011) (Figure 3). These effects

in mice also appear to reflect similar functions in humans

because a polymorphism in p53 that reduces p53 function

increases cancer incidence and life span in humans (van Heemst

et al., 2005). This suggests that increased p53 activity protects

against cancer but can promote aging and shorten life span, at

least when a certain threshold of activity is reached.

Table 1. Summary of Age-Related Changes in Various Mammalian Stem Cell Populations

Stem Cell Population Frequency Proliferation Differentiation Other Defects

Hematopoietic [ long-lived mouse strains,

Y short-lived mouse strains

[ cycling,

Y self-renewal

Y lymphoid, [ myeloid Y homing, Y mobilization,

Y engraftment,

Neural Y lateral ventricle SVZ,

Y dentate gyrus subgranular layer

Y cycling,

Y self-renewal (SVZ)

Y neurogenesis,

[ gliogenesis

Muscle Y satellite cells associated

with muscle fibers

Y proliferation Y myogenic, [ fibrogenic,

[ adipogenic

Melanonocyte stem

cells in hair bulge

Y melanocyte stem cells [ terminal differentiation

of melanocytes
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The functions of the p16Ink4a, p19Arf, and p53 tumor suppres-

sors depend on expression level and context (Figure 3),

promoting the maintenance of mitotically active cells in some

contexts while promoting cell death or senescence in other

contexts. For example, p53 promotes the maintenance of

genomic integrity (Schoppy et al., 2010) and promotes tissue

regeneration in Atrmutant mice by promoting DNA repair and/or

by promoting the death of cells with DNA damage (Ruzankina

et al., 2009); however, in response to oncogenic stimuli or telo-

mere attrition, p53 depletes stem cells (Begus-Nahrmann

et al., 2009; Lee et al., 2010). Increased p53 function in HSCs

reduces proliferative potential but slows the expression of

somemolecular markers of aging (Chambers et al., 2007). More-

over, transgenic mice that constitutively express moderately

increased levels of p15Ink4b, p16Ink4a, p19Arf, and/or p53 exhibit

no signs of accelerated aging and may even show increased

median life span that cannot be explained by reduced cancer

incidence (Garcı́a-Cao et al., 2002; Matheu et al., 2004, 2007).

Not all normal cell proliferation in aging tissues is advantageous,

as illustrated by atherosclerosis. Therefore, cancer suppression

may not be the only function of gate-keeping tumor suppressors

in aging stem/progenitor cells, as these tumor suppressors

might also help sustain tissue homeostasis by suppressing

pathological or dysplastic proliferation, or aberrant differentia-

tion, in aging tissues.

p16Ink4a and p14Arf may also regulate human aging. A series of

genome-wide association studies have found significant associ-

ations between polymorphisms in or near the p16Ink4a/p14Arf

locus in humans and the risk of age-related diseases, including

type 2 diabetes and heart disease (Jeck et al., 2012). However,

it is not clear whether the polymorphisms increase or decrease

p16Ink4a/p14Arf function. Overall, gate-keeping tumor suppres-

sors have pleiotropic functions that promote stem cell function

in some ways and negatively regulate stem cell function in other

ways, with complex and context-dependent consequences for

aging.
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Figure 1. Multiple Sources of Damage to
Biological Macromolecules Reduce Stem
Cell Function during Aging
Sources of damage (top row) including ROS,
exogenous mutagens, proliferation, infidelity of
DNA replication, and errors in protein translation
can damage macromolecules or organelles within
a cell (middle row). Damage accumulates in DNA,
proteins, mitochondria, and lipids during aging
and contributes to declines in stem cell function,
tissue regeneration, and life span. The cellular
consequences of this damage (bottom row)
include cell death, cellular senescence, differenti-
ation, altered cellular physiology, and cancer. All of
these mechanisms are interrelated; damage to
one component, such as telomeres, can influence
the function of other components, such as mito-
chondria (Sahin and Depinho, 2010).

Care-Taking Tumor Suppressors
and Genomic Integrity
Care-taking tumor suppressors, includ-

ing DNA repair pathway components,

promote stem cell function and tissue

regeneration by maintaining genomic

integrity (Kinzler and Vogelstein, 1997). Various forms of DNA

damage accumulate throughout life as a result of DNA replica-

tion errors, exposure to endogenous mutagens such as reactive

oxygen species (ROS), and exposure to exogenous mutagens

such as UV light. To attenuate the accumulation of mutations,

a DNA damage response network can sense DNA damage and

activate a variety of repair mechanisms, including nucleotide

excision repair, mismatch repair, nonhomologous end joining,

and homologous recombination (Ciccia and Elledge, 2010). Acti-

vation of the DNA damage response network can transiently halt

the cell cycle and repair damaged DNA through p53-dependent

mechanisms. If the damage is too extensive to be repaired, the

network can trigger the onset of senescence or cell death to

eliminate the cells. Abundant cell death and senescence,

however, can lead to tissue degeneration. Alternatively, unre-

paired DNA damage can lead to the development of cancer,

the incidence of which rises dramatically with age.

DNA repair pathway components thus delay cellular aging

by maintaining genomic integrity. A number of single gene

mutations that impair DNA repair cause segmental progeria

syndromes. Segmental progeria syndromes are rare human

diseases defined by reduced life span and premature aging

phenotypes, including cataracts, osteoporosis, skin atrophy,

hair graying, heart disease, cancer, cerebellum degeneration,

and immunodeficiency. Segmental progeria syndromes caused

by defects in DNA repair include Werner syndrome, a recessive

trait caused by loss of function in the RecQ DNA helicase

WRN, and Ataxia Telangiectasia, a recessive trait caused by

loss of function in the DNA damage signaling protein ATM

(Martin, 2005). Mice engineered to carry mutations in the genes

associated with human progeroid syndromes similarly display

phenotypes consistent with accelerated aging (Wong et al.,

2003; Chang et al., 2004). The observation that progeria

syndromes are frequently caused by defects in DNA repair

suggests that DNA damage may be a fundamental underlying

cause of aging.
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Mice with loss-of-function mutations in DNA repair pathway

components exhibit stem cell defects in multiple tissues. Loss

of the DNA damage sensor ATM depletes HSCs (Ito et al.,

2004), exacerbates the loss of melanocyte stem cells in

response to low dose radiation (Inomata et al., 2009), and

promotes the loss of undifferentiated spermatogonia (Takubo

et al., 2008). Loss of a related DNA damage sensor, ATR,

depletes HSCs and hair follicle stem cells (Ruzankina et al.,

2007). Mice deficient in nucleotide excision repair (XpdTTD),

mismatch repair (Msh2�/�), nonhomologous end joining

(Lig4(Y288C) and Ku80�/�), or homologous recombination

(Brca2�/�) all exhibit reduced HSC function (Reese et al., 2003;

Navarro et al., 2006; Nijnik et al., 2007; Rossi et al., 2007). The

mechanism by which deficiency for DNA repair genes depletes

stem cells involves accumulation of DNA damage, induction of

p53 and p21cip1 (Merritt et al., 1994; Choudhury et al., 2007;

Takubo et al., 2008; Begus-Nahrmann et al., 2009), elevated

ROS levels (Ito et al., 2004), and premature differentiation (Ino-

mata et al., 2009; Wang et al., 2012).

DNA damage accumulates with age in HSCs and epidermal

stem cells from mice (Rossi et al., 2007; Sotiropoulou et al.,

2010). It remains to be determined whether the amount of DNA

damage that accumulates with age in normal stem cells actually

contributes to declines in stem cell function under physiological

conditions. However, DNA damage in stem cells may nonethe-

less have profound consequences. Most somatic cells are post-

mitotic and are therefore unlikely to be transformed into cancer

cells by mutations or to pass their mutations onto progeny.

Most dividing cells are short-lived and therefore produce

a limited number of progeny or do not persist long enough to

accumulate mutations over time. In contrast, stem cells remain

mitotically active throughout life, generating large numbers of

progeny in some tissues. Given that transformation of normal

cells into cancer cells requires a series of mutations that accu-

mulate over a period of years, the ability of stem cells to accumu-

late mutations and then expand the pool of mutated cells may be

critical for the evolution of cancer in regenerative tissues (Rossi

et al., 2008). Nonetheless, this does not mean that most cancers

arise from stem cells. Even if most carcinogenic mutations accu-

mulate in stem cells, the finalmutation that causes frank transfor-

mation may occur in the numerically expanded restricted

progenitors or differentiated cells that arise from stem cells.

Telomeres
Telomeres are specialized nucleoprotein caps that contain thou-

sands of base pairs of repetitive DNA sequences that protect the

ends of chromosomes from end-to-end fusions that induce DNA

damage responses (Palm and de Lange, 2008; Sahin and

Depinho, 2010). Because of the way DNA is replicated, telo-

meres shorten with each round of cell division such that the repli-

cative potential of cells is limited by the length of their telomeres,

unless the cells express telomerase, which can lengthen telo-

meres and increase replicative capacity. Telomeres shorten

with age in many human cells, including HSCs (Vaziri et al.,

1994, and references therein). When telomeres reach a critically

short length, cells can exhibit genomic instability and undergo

cell cycle arrest, senescence, or apoptosis (Chin et al., 1999;

Choudhury et al., 2007; Begus-Nahrmann et al., 2009; Sperka

et al., 2012). In addition to protecting against genomic instability,

p53 activation following telomere dysfunction also impairs mito-

chondrial biogenesis, mitochondrial activity, andmetabolic func-

tion (Sahin et al., 2011). It has been proposed that cellular aging
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Figure 2. Heterochronic Genes Regulate
Increases in the Expression of Gate-
Keeping Tumor Suppressors and Declines
in Aging Stem Cell Function
Stem cell self-renewal and stem cell aging are
regulated by networks of proto-oncogenes (green)
and tumor suppressors (red).
(A) let-7 microRNA is an evolutionarily conserved
heterochronic gene that regulates the timing
of developmental events from C. elegans to
mammals (Pasquinelli et al., 2000). let-7b expres-
sion increases with age in mammals, reducing the
expression of the Hmga2 chromatin-associated
factor, and increasing the expression of the JunB,
p16Ink4a, and p19Arf tumor suppressors (Nishino
et al., 2008). The increase in p16Ink4a expression
during aging reduces stem cell function in multiple
tissues (Janzen et al., 2006; Krishnamurthy et al.,
2006; Molofsky et al., 2006). let-7 microRNA also
increases with age in Drosophila, acting in the
niche to non-cell-autonomously reduce sper-
matogonial stem cell function by impairing the
secretion of Unpaired (Toledano et al., 2012).
(B) p16Ink4a and p19Arf expression are also
repressed in mammalian stem cells by polycomb
proteins, including Bmi-1 and Ezh2 (Jacobs et al.,
1999; Lessard and Sauvageau, 2003; Molofsky
et al., 2003; Park et al., 2003; Chen et al., 2009b).
In the absence of Bmi-1, p16Ink4a and p19Arf

expression are induced in postnatal stem cells
from multiple tissues, inducing cell death, cellular

senescence, or premature differentiation. These pathways illustrate how networks of proto-oncogenes and tumor suppressors regulate stem cell maintenance
and homeostasis in adult tissues. The way in which proto-oncogenic and tumor suppressor signals are balanced within these networks changes with age in
stem cells.
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is determined partly by telomere erosion, and partly by the DNA

damage and loss of replicative potential that ensue (Harley et al.,

1992).

Most human cells do not express telomerase, though telome-

rase is commonly expressed in cancer cells and other immortal-

ized cells (Kim et al., 1994). Loss of telomerase function in mice

reduces the regenerative capacity of proliferative organs (Lee

et al., 1998), accelerates the development of aging phenotypes

(like hair graying), reduces life span, and increases cancer inci-

dence (particularly in the absence of p53) (Blasco et al., 1997;

Rudolph et al., 1999; Artandi et al., 2000). Telomerase-deficient

mice exhibit defects in stem cell function in the forebrain,

epidermis, intestinal epithelium, and hematopoietic system

through cell-autonomous (Lee et al., 1998; Allsopp et al., 2003;

Choudhury et al., 2007; Ferrón et al., 2009; Jaskelioff et al.,

2011) and non-cell-autonomous effects on stem cells (Ju et al.,

2007). HSCs express telomerase (Morrison et al., 1996a), slow-

ing, but not eliminating, the decline in telomere length with age

(Vaziri et al., 1994). An important caveat is that profound defects

are not apparent in germline telomerase-deficient mice for

three generations after they are generated because inbred

mice have relatively long telomeres (Kipling and Cooke, 1990).

This suggests that telomerase is not required during a single

generation in inbred mice under normal circumstances. In

contrast, telomere length in young zebra finches is predictive

of life span (Heidinger et al., 2012), suggesting that telomere

length may limit life span in some species. This raises the ques-

tion of whether telomere length limits proliferative potential

during a normal human life span or whether telomere length

only becomes limiting in the context of conditions that promote

chronic tissue regeneration.

Defects in human telomerase function cause diseases with

features of premature aging, including impaired regeneration of

proliferative tissues (Lansdorp, 2009). Dyskeratosis congenita

is a rare form of ectodermal dysplasia caused by very short

telomeres that result from loss-of-function mutations in telome-

rase components or telomere binding proteins (reviewed by

Walne and Dokal, 2009). Indeed, loss-of-function mutations in

only a single copy of telomerase lead to accelerated telomere

shortening and reduced tissue regeneration (Hao et al., 2005).

Accelerated shortening of telomeres has also been observed in

other conditions with premature aging phenotypes, including

trisomy 21 (Vaziri et al., 1993). Telomere preservation is thus

a key aspect of genomic integrity in which defects impair regen-

eration and accelerate aging.

Oxygen, Energy Metabolism, and ROS
Aging is proposed to result from cellular damage caused by

free radicals, principally ROS generated as a consequence

of oxidative phosphorylation in the mitochondrial electron trans-

port chain (Wallace, 2005). ROS, such as superoxide and

hydroxyl radical, are highly reactive and can damage mitochon-

drial and nuclear DNA, as well as proteins and lipids, by

chemically modifying them. Oxidized macromolecules, such as

8-hydroxy-2-deoxyguanosine, accumulate with age in rats

(Fraga et al., 1990). Increased expression of enzymes such as

superoxide dismutases or catalase, which convert ROS into

less reactive or nonreactive species, reduce the accumulation

of oxidized macromolecules, increase maximum life span, and

decrease the incidence of certain diseases of aging, including

cancer (Wallace, 2005).

Stem cells appear to be particularly sensitive to elevated ROS

levels. Under normal conditions, ROS can function as signaling

molecules that regulate the differentiation of stem/progenitor

cells, such as in Drosophila hematopoietic cells (Owusu-Ansah

and Banerjee, 2009). However, ROS levels increase in HSCs

with age, and prolonged treatment with the antioxidant

N-acetyl-L-cysteine increases the replicative potential of HSCs

upon serial transplantation in irradiated mice (Ito et al., 2006).

Overexpression of superoxide dismutase in either stem cells or

their supporting cells in the niche can prolong stem cell function

during aging, as shown by work performed in the Drosophila

ovary (Pan et al., 2007b).

Although the consequences of elevated ROS for stem cell

function have been widely studied, we have only glimpses of

how ROS levels are regulated in stem cells. FoxO transcription

factors regulate metabolism and oxidative stress, partly by

promoting the expression of antioxidant enzymes (Salih

and Brunet, 2008). Conditional deletion of FoxO1, FoxO3, and

FoxO4 in mice increases ROS levels and depletes HSCs and

neural stem cells (Tothova et al., 2007; Paik et al., 2009). Treat-

ment with N-acetyl-L-cysteine partially rescues the stem cell

defects in these mice. FoxO3 appears to be particularly impor-

tant, because deficiency for FoxO3 alone leads to oxidative

stress and depletion of HSCs and neural stem cells (Miyamoto

et al., 2007; Yalcin et al., 2008; Renault et al., 2009). Multiple

other mechanisms promote stem cell maintenance at least partly

by regulating oxidative stress, including the transcription factor

Prdm16 (Chuikov et al., 2010), the polycomb family chromatin

regulator, Bmi-1 (Liu et al., 2009a), and the DNA damage

signaling molecule ATM (Ito et al., 2004; Maryanovich et al.,

2012). There are likely to be many additional transcriptional
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Figure 3. The Multifaceted and Context-Dependent Effects of p53 in
Stem Cells
The consequences of tumor suppressor expression in stem cells can be
context dependent. p53 can have both positive (blue) and negative (red)
effects on stem cell function, depending on context and expression level.
When expressed at low levels, p53 can promote stem cell maintenance by
promoting the maintenance of genomic integrity and by regulating metabo-
lism. When expressed at high levels, p53 can promote stem cell depletion
through cell death or cellular senescence. The aggregate effect of these
functions influences longevity, cancer incidence, and tissue regeneration
during aging (Tyner et al., 2002; TeKippe et al., 2003; van Heemst et al., 2005;
Dumble et al., 2007; Schoppy et al., 2010; Gannon et al., 2011).
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and metabolic mechanisms that influence the generation and

response to ROS.

Consistent with the sensitivity of stem cells to ROS, responses

to oxygen levels and mitochondrial function are highly regulated

in stem cells. The Hypoxia inducible factor 1a (Hif1a) transcrip-

tion factor regulates stem cell function and aging. Under nor-

moxic conditions, the E3 ubiquitin ligase von Hippel Lindau

(VHL) targets Hif1a for degradation (Majmundar et al., 2010).

However, Hif1a is stabilized in low oxygen conditions, activating

the transcription of heat shock proteins, glucose transporters,

and glycolytic enzymes that allow a cell to survive in a low

oxygen environment. Some hematopoietic and neural stem cells

are thought to reside in hypoxic microenvironments (Parmar

et al., 2007), and Hif1a is stabilized within these cells to promote

their maintenance. Deficiency for Hif1a depletes neurogenic

progenitors in the dentate gyrus and HSCs during aging

(Mazumdar et al., 2010; Takubo et al., 2010). However, increased

stabilization of Hif1a by reduced VHL function also impairs HSC

function, suggesting that Hif1a levels must be tightly controlled

for stem cell maintenance (Takubo et al., 2010).

Mitochondrial function is regulated in concert with ROS levels.

For example, the PGC-1 transcriptional coactivator is a potent

activator of mitochondrial biogenesis and oxidative phosphory-

lation (Puigserver et al., 1998). To avoid inducing oxidative

stress, PGC-1 also promotes the expression of ROS-detoxifying

enzymes, including GPx1 and SOD2 (St-Pierre et al., 2006).

Overexpression of PGC-1 in Drosophila intestinal stem cells is

sufficient to increase life span in flies, delaying age-related

changes in the intestine and improving tissue homeostasis

during aging (Rera et al., 2011). The authors of this study specu-

lated that PGC-1 function within stem cells may be an important

determinant of aging and longevity. This idea has not yet been

tested in mammals.

Defects in mitochondrial function, such as those caused by an

error-prone mitochondrial DNA polymerase, can also accelerate

aging phenotypes and reduce life span (Trifunovic et al., 2004).

The progeroid phenotypes in these mice include defects in the

function of hematopoietic and neural progenitors that can be

partially rescued by N-acetyl-L-cysteine treatment (Norddahl

et al., 2011; Ahlqvist et al., 2012). But while these studies demon-

strate that mitochondrial defects can lead to phenotypes that

are reminiscent of premature aging, they do not necessarily

demonstrate that mutations to mitochondrial DNA are a mecha-

nism underlying physiological aging because the rate of mito-

chondrial DNA mutations in aging wild-type mice is 500-fold

lower than in the mitochondrial mutator mice (Vermulst et al.,

2007).

Non-Cell-Autonomous Regulation of Cellular Aging
Extrinsic factors in the stem cell microenvironment regulate stem

cell aging. Stem cells typically reside in specialized microenvi-

ronments that promote stem cell maintenance and regulate

stem cell function (Morrison and Spradling, 2008). Aging of the

niche cells can cause changes in stem cell function. In

Drosophila, the number of germline stem cells, their mitotic

activity, and the number of progeny all decline with age due to

both cell autonomous and non-cell-autonomous changes

(Wallenfang et al., 2006; Pan et al., 2007b). In the male testis,

these changes are partially caused by changes within the niche,

as hub cells from older animals express reduced levels of

DE-cadherin and Unpaired, both of which are necessary for

germline stem cell maintenance (Boyle et al., 2007). Reduced

Unpaired expression is caused partly by an increase in mRNA

degradation from let-7-targeting of IGF-II messenger RNA

binding protein (IMP) expression in aging hub cells (Toledano

et al., 2012). Overexpression of Unpaired in the hub cells of older

males rescues the age-related decline in germline stem cell

frequency (Boyle et al., 2007). Similarly, in the Drosophila ovary,

E-cadherin and BMP expression within the niche decline with

age, and genetically increasing expression can enhance the

function of old stem cells (Pan et al., 2007b).

Work on muscle stem cells (a subpopulation of satellite cells)

suggests that similar age-related changes in the microenviron-

ment within mammalian tissues, as well as in circulation, reduce

somatic stem cell function. Aging is associated with a reduced

capacity for muscle regeneration after injury, partly as a result

of reduced expression of Notch ligand by satellite muscle cells,

which reduces satellite cell proliferation after injury (Conboy

et al., 2003). Aging muscles also produce elevated levels of

TGF-b, which impedes regeneration and satellite cell prolifera-

tion (Carlson et al., 2008). However, exposure of old mice

to young systemic factors by making old and young mice

parabiotic can rejuvenate stem cell function (Conboy et al.,

2005). Exposure of satellite cells from old mice to serum from

young mice increases Notch ligand expression and proliferation

(Conboy et al., 2005). This demonstrates that age-related

changes in stem cells are partially reversible and influenced by

circulating factors that change with age.

A combination of cell-autonomous and non-cell-autonomous

mechanisms regulate the aging of stem cells in other tissues

as well. Within the nervous system astrocytes and neural stem

cells in the dentate gyrus promote the self-renewal of stem

cells and the expansion of neuroblasts by secreting Wnts

(Song et al., 2002; Lie et al., 2005). Expression of the Wnt antag-

onist Dkk1 increases in the aging dentate gyrus, and conditional

deletion of Dkk1 from neural stem and progenitor cells increases

neural stem cell self-renewal, neurogenesis, and spatial learning

and memory in old mice (Seib et al., 2013).

Circulating blood-borne factors also regulate changes in stem

cell function in the aging central nervous system where stem cell

frequency, overall mitotic activity, and rates of neurogenesis

decline profoundly with age in the mouse forebrain (Kuhn et al.,

1996;Maslov et al., 2004;Molofsky et al., 2006). In heterochronic

parabionts, rates of neurogenesis and other measures of neural

function decline in the young parabiont and increase in the old

parabiont (Villeda et al., 2011). These effects appear to be

partially explained by an age-related increase in the level of

CCL11 chemokine in the plasma, which is sufficient to reduce

neurogenesis, learning, and memory when administered to

young mice. Heterochronic parabiosis also enhances the rate

of remyelination after experimentally induced demyelination in

old mice, a process that normally declines with age (Ruckh

et al., 2012). The enhanced remyelination is associated with the

recruitment of blood monocytes from the young parabiont, sug-

gesting that the young circulating agents that enhance the regen-

eration of aging tissues can be cellular as well as soluble factors.

The circulating hormones insulin and insulin-like growth factor

1 (Igf1) also regulate aging and stem cells. The insulin/Igf1
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signaling pathway coordinates growth and development in

response to nutrient availability by activating the phosphatidyli-

nositol-3-kinase (PI3K) signaling pathway and inactivating

FoxO transcription factors. In C. elegans, mutations in daf-2

(an IGFR ortholog) or other downstream signaling components

extend life span in a manner that depends upon daf-16

(a FoxO ortholog) (Kenyon et al., 1993; Lin et al., 1997; Ogg

et al., 1997). In Drosophila, reducing insulin signaling by ablating

insulin receptors, insulin receptor substrates, insulin producing

cells, or overexpression of dFOXO all extend life span (Clancy

et al., 2001; Tatar et al., 2001; Broughton et al., 2005; Giannakou

et al., 2007). Homozygosity for a polymorphism in FOXO3A is

associated with longevity in humans (Willcox et al., 2008). Mice

with reduced insulin or Igf1 signaling, systemically or only in

certain tissues, all exhibit slowed aging and increased life span

(Tatar et al., 2001). The ability of the insulin signaling pathway

to regulate aging and life span is thus evolutionarily conserved

(Tatar et al., 2003).

Insulin signaling is known to regulate stem cells, though stem

cell aging in long-lived mutants has not yet been closely exam-

ined. In Drosophila, reduced insulin signaling leads to declines

in germline stem cell proliferation and fecundity (LaFever and

Drummond-Barbosa, 2005), though data on mammalian stem

cells are surprisingly limited. It will be interesting to determine

whether long-lived insulin pathway mutants have increased

stem cell function and regenerative capacity in aging tissues.

The accumulation of senescent cells in aging tissues can also

non-cell-autonomously affect the function of other cells. Senes-

cence is a cellular state associated with an irreversible loss in the

ability to divide. Senescent cells undergo a series of changes,

including the secretion of inflammatory factors, growth regula-

tors, proteases, and other signaling molecules (Coppé et al.,

2010). These secreted factors affect other cells in the local

environment, promoting senescence and inflammation and

promoting or inhibiting tumor growth. Life-long clearance of

senescent cells from adult mouse tissues resulting from genetic

ablation of p16Ink4a-expressing cells delays the onset of pathol-

ogies in multiple aging tissues (Baker et al., 2011). Clearance of

senescent cells only late in life did not improve age-related

pathologies but did attenuate their progression. This raises the

question of the extent to which p16Ink4a non-cell-autonomously

or cell-autonomously influences stem cell function in aging

tissues.

Dietary Restriction and TOR Signaling
Dietary restriction, defined as reducing food intake below ad libi-

tum (free feeding) levels without causing malnutrition, extends

life span in certain contexts while also delaying the onset of

age-related pathologies (Mair and Dillin, 2008). Dietary restric-

tion can also increase stem cell function or slow the decline in

stem cell function during aging in multiple tissues (Lee et al.,

2000; Mair et al., 2010). Short-term dietary restriction increases

the frequency and function of satellite cells in skeletal muscle

of both young and old mice, partly by increasing mitochondrial

content and promoting oxidative metabolism (Cerletti et al.,

2012). In at least one short-lived mouse strain, dietary restriction

attenuates age-related declines in HSC frequency and reconsti-

tuting activity (Chen et al., 2003). However, these effects of

dietary restriction may not be universal. Life span extension

was not observed in certain mouse strains (Harrison and Archer,

1987) and was observed in monkeys in one study (Colman et al.,

2009) but not in another (Mattison et al., 2012).

The effects of dietary restriction on aging and life span are

thought to occur partly through modulation of target of rapamy-

cin (TOR) signaling (Figure 4). TOR is a conserved serine/threo-

nine kinase that promotes protein synthesis and cellular growth

and is activated by signals that sense nutrient, growth factor,

amino acid, and energy availability (Laplante and Sabatini,
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Figure 4. Many Components of the Insulin/
PI3K Signaling Pathway Regulate Stem Cell
Function and Aging
A variety of tyrosine kinase receptors, including
the insulin receptor, activate the PI3K pathway,
which leads to the activation of both mTORC1
and mTOCR2 (Laplante and Sabatini, 2012).
mTORC2 can phosphorylate and activate Akt,
SGK, and protein kinase C (PKC). Activated Akt
can phosphorylate FoxO transcription factors,
restricting their localization to the cytosol. FoxOs
that translocate to the nucleus can transcrip-
tionally activate the expression of a variety of
genes, including protein folding chaperones,
antioxidant enzymes, and metabolic regulators
(Salih and Brunet, 2008). Activated Akt can also
activate mTORC1 by phosphorylating TSC2,
which relieves the inhibitory effects of the TSC1/
TSC2 complex on Rheb. mTORC1 activates
mechanisms that promote protein translation and
lipid and nucleic acid synthesis and inhibit auto-
phagy. The components of these pathways that
have not yet been studied in stem cells are likely to
regulate stem cell function and perhaps even stem
cell aging.
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2012). TOR is the kinase within at least two multiprotein

complexes, TORC1 and TORC2, which contain the Raptor and

Rictor binding partners, respectively (Laplante and Sabatini,

2012). Activated TORC1 promotes protein synthesis by phos-

phorylating ribosomal protein S6 kinase 1 (S6K1), which acti-

vates ribosome biogenesis partly by phosphorylating the

ribosomal protein S6, and 4E-BP1, which frees eIF4E to bind

50-capped mRNAs, recruiting them to the ribosomal initiation

complex (Laplante and Sabatini, 2012) (Figure 4). In contrast,

TORC2 promotes cell growth, proliferation, survival, and aspects

of cellular metabolism by phosphorylating AKT (Sarbassov et al.,

2005), SGK (Garcı́a-Martı́nez and Alessi, 2008), and protein

kinase C (Guertin et al., 2006) (Figure 4). TOR therefore has

distinct functions in different signaling complexes.

Reduced TOR signaling, and TORC1 signaling in particular,

can slow organismal aging and extend life span (Figure 4). In

C. elegans, heterozygosity for the Raptor ortholog daf-15 signif-

icantly increases maximum life span (Jia et al., 2004). Reducing

the expression of various downstream targets of TORC1, such

as rsks-1 (an S6K1 ortholog), ifg-1 (eIF4G ortholog), and other

translation initiation complex factors, also extend C. elegans

life span (Hansen et al., 2007; Pan et al., 2007a). In mammals,

reduced mammalian TOR (mTOR) signaling also extends life

span, such as is observed upon feedingmice themTORC1 inhib-

itor rapamycin (Harrison et al., 2009). The beneficial effects of

rapamycin on longevity were evident even when treatment was

initiated at 270 days of age, suggesting that interventions late

in life can influence health and longevity. Mice that are deficient

for S6K1 also have increased life span and improved motor

function, T cell abundance, bone volume, and insulin sensitivity

in old age (Selman et al., 2009). TORC1 signaling is thus a key

regulator of aging.

TOR also regulates stem cell function (Figure 4). Dietary

restriction reducesmTOR signaling in Paneth cells (a component

of the intestinal stem cell niche), which non-cell-autonomously

increases the proliferation of intestinal stem cells (Yilmaz et al.,

U
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Figure 5. Proteostasis Is Required for
Cellular Homeostasis during Aging
Proteostasis is regulated by protein translation
rates, which are controlled by ribosome bio-
genesis, recruitment, and loading. Chaperones
promote folding of nascent polypeptides or re-
folding of misfolded proteins to prevent protein
aggregation. Misfolded or damaged proteins can
be ubiquitylated and targeted for proteosomal
degradation or engulfed and degraded by auto-
phagosomes. Interventions that promote proteo-
stasis can slow aging, reduce the incidence of
age-related diseases, and increase life span
(Cohen et al., 2009; Durieux et al., 2011; Taylor
and Dillin, 2011). These mechanisms are likely
to influence tissue regeneration and stem cell
function during aging, but this remains largely
unstudied.

2012). Hyperactivation of mTORC1 and/

or mTORC2 by deletion of Pten or TSC1

aberrantly increases the proliferation of

neural stem/progenitor cells (Groszer

et al., 2001) and HSCs (Yilmaz et al.,

2006; Zhang et al., 2006; Gan et al., 2008). However,

hyperactivation of mTOR in vivo leads to the depletion of some

adult neural stem cells (Bonaguidi et al., 2011) as well as HSCs

through mTORC1 and mTORC2-dependent mechanisms (Lee

et al., 2010; Kalaitzidis et al., 2012; Magee et al., 2012).

The studies described above would predict that reduced

mTOR signaling should also attenuate the decline in stem cell

function during aging. However, there remain little data on this

point. One study reported that mTORC1 signaling is increased

in HSCs isolated from old mice, and that age-related declines

in HSC reconstituting activity and lymphoid differentiation could

be rescued by rapamycin treatment (Chen et al., 2009a).

However, rapamycin treatment also increases HSC frequency

in young mice, raising questions about the extent to which these

effects reflected a rescue of aging phenotypes. Additional

studies examining the consequences of reduced mTOR

signaling in young and old stem cells are needed to address its

role in stem cell aging.

Proteostasis
Amajor challenge for aging cells is homeostasis of the proteome

(proteostasis) (Taylor and Dillin, 2011). Misfolded or damaged

proteins can disrupt membranes, form toxic aggregates, and

cause cell death (Bucciantini et al., 2002). Several age-related

diseases are associated with protein misfolding, including

Alzheimer’s disease, Parkinson’s disease, and Huntington’s

disease (Ross and Poirier, 2004). Emerging evidence suggests

that proteotoxic stress may be an underlying mechanism in

metabolic disorders such as diabetes and a determinant of life

span (Balch et al., 2008; Durieux et al., 2011; Vilchez et al.,

2012b).

A complex network of cellular machinery regulates proteosta-

sis by monitoring proteins throughout their life cycle (Figure 5).

The rate at which proteins are produced is tightly controlled by

stringent regulation of translation through control of ribosome

biogenesis, ribosome recruitment, and ribosome loading
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(Gebauer and Hentze, 2004). Protein folding and localization are

regulated bymolecular chaperones, which trap nascent proteins

in tight binding pockets to assist folding, to prevent unwanted

aggregation, and to protect them from thermal or oxidative

stress (Hartl et al., 2011). Unneeded, misfolded, damaged, and

aggregated proteins can be eliminated by the ubiquitin protea-

some system (Finley, 2009) or through autophagy (Rubinsztein

et al., 2011). Each of these proteostasis mechanisms are

capable of eliminating damaged proteins or triggering a more

global response, such as cell cycle arrest or apoptosis in the

context of severe proteotoxic stress (Ron andWalter, 2007; Bou-

lon et al., 2010).

The accumulation of damaged proteins during aging suggests

that the capacity to regulate proteostasis declines with age.

Protein damage can occur bymisfolding, aggregation, glycation,

carbonylation, or oxidation, or from translation errors, genetic

mutations (Chiti et al., 2003), and reactive metabolites (Berlett

and Stadtman, 1997). Mutations and damage from reactive

metabolites accumulate with age. In addition, some proteostasis

mechanisms are known to decline during aging, including the

endoplasmic reticulum stress response (Ben-Zvi et al., 2009)

and autophagy (Rubinsztein et al., 2011). Furthermore, interven-

tions that promote proteostasis can slow aging, reduce the

incidence of age-related diseases, and increase life span (Cohen

et al., 2009; Durieux et al., 2011; Taylor and Dillin, 2011).

Decreasing translation by reducing ribosomal protein levels in

yeast increases replicative life span (Chiocchetti et al., 2007),

and reduced expression of a variety of translation initiation

factors increases life span in C. elegans (Pan et al., 2007a) and

mammals (Selman et al., 2009).

Many mechanisms that regulate aging and proteostasis also

regulate stem cells (Buckley et al., 2012; Vilchez et al., 2012a).

Autophagy is likely to be important for HSC maintenance,

because deletion of either Atg7 (Mortensen et al., 2011) or

Fip200 (Liu et al., 2010), both of which are necessary for auto-

phagy, increases ROS levels and depletes HSCs. FoxO, which

promotes longevity and stem cell function, transcriptionally acti-

vates the expression of multiple protein-folding chaperones

(Murphy et al., 2003; Oh et al., 2006; Demontis and Perrimon,

2010), some of which regulate aging (Tatar et al., 1997; Walker

and Lithgow, 2003; Morley and Morimoto, 2004); however, it is

unclear towhat extent the chaperones regulate stemcell function

or stem cell aging. FOXO4 promotes proteasome activity in

human embryonic stem cells, promoting proteostasis and main-

tenance of pluripotency (Vilchez et al., 2012a). In addition,

mTOR is a potent activator of protein translation and inhibitor of

autophagy (Laplante and Sabatini, 2012), but it is not clear to

what extent these proteostasis pathways mediate the effects of

mTOR on stem cell function or aging. It will be important

to characterize the mechanisms that regulate proteostasis in

stem cells to determine whether they differ from other cells and

whether they influencechanges in stemcell functionduringaging.

Conclusions
Many aspects of cellular physiology are regulated differently in

stem cells as compared to other kinds of cells (He et al., 2009).

Some regulators of stem cell self-renewal are broadly required

bymany types of dividing cells while other key self-renewal regu-

lators do not regulate the proliferation of restricted progenitors in

the same tissues. This suggests that some mechanisms that

regulate stem cell aging may broadly regulate the aging of

many cells, while other mechanisms will preferentially regulate

stem cell aging. So far, the data suggest that the mechanisms

that promote the onset of aging phenotypes in other cells (DNA

damage, ROS, proteotoxicity, circulating factors from old

mice, and telomere erosion) also reduce stem cell function in

a manner that is consistent with premature aging, at least in

certain tissues (Figure 1). Nonetheless, the details of how these

mechanisms influence stem cells may differ from how they influ-

ence restricted progenitors and postmitotic cells. For example,

gate-keeping tumor suppressors may regulate different cells in

different ways, potentially slowing the onset of aging phenotypes

in some cells while accelerating aging phenotypes in others. It is

not surprising that such mechanisms would influence dividing

and nondividing cells in different ways; however, there are also

likely to be less obvious differences in how these mechanisms

influence stem cells versus restricted progenitors.

There are also likely to be important undiscovered mecha-

nisms, including those that preferentially regulate stem cell

aging. For example, there is a centrosome orientation check-

point in Drosophila that prevents spermatogonial stem cells

from dividing unless the centrosomes align in a way that facili-

tates asymmetric division (Cheng et al., 2008). The frequency

of stem cells with misaligned centrosomes increases with age,

reducing stem cell activity and spermatogenesis. While this is

a major cause of the physiological decline in spermatogenesis

that occurs with age in flies it remains uncertain whether a similar

checkpoint contributes to mammalian stem cell aging. This work

illustrates the existence of previously unsuspected mechanisms

that regulate declines in stem cell function with age, and that do

not fit neatly into the themes emphasized by common theories of

aging. Much work remains to be done to understand the mech-

anisms that regulate stem cell aging. Elucidating these mecha-

nisms will be critical to understanding how regenerative capacity

is preserved in certain tissues throughout adult life, and why that

capacity declines with age.
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Vaziri, H., Schächter, F., Uchida, I., Wei, L., Zhu, X., Effros, R., Cohen, D., and
Harley, C.B. (1993). Loss of telomeric DNA during aging of normal and trisomy
21 human lymphocytes. Am. J. Hum. Genet. 52, 661–667.

Vaziri, H., Dragowska, W., Allsopp, R.C., Thomas, T.E., Harley, C.B., and
Lansdorp, P.M. (1994). Evidence for a mitotic clock in human hematopoietic
stem cells: loss of telomeric DNA with age. Proc. Natl. Acad. Sci. USA 91,
9857–9860.

Vermulst, M., Bielas, J.H., Kujoth, G.C., Ladiges, W.C., Rabinovitch, P.S.,
Prolla, T.A., and Loeb, L.A. (2007). Mitochondrial point mutations do not limit
the natural lifespan of mice. Nat. Genet. 39, 540–543.

Vilchez, D., Boyer, L., Morantte, I., Lutz, M., Merkwirth, C., Joyce, D., Spencer,
B., Page, L., Masliah, E., Berggren, W.T., et al. (2012a). Increased proteasome
activity in human embryonic stem cells is regulated by PSMD11. Nature 489,
304–308.

Vilchez, D., Morantte, I., Liu, Z., Douglas, P.M., Merkwirth, C., Rodrigues, A.P.,
Manning, G., and Dillin, A. (2012b). RPN-6 determines C. elegans longevity
under proteotoxic stress conditions. Nature 489, 263–268.

Villeda, S.A., Luo, J., Mosher, K.I., Zou, B., Britschgi, M., Bieri, G., Stan, T.M.,
Fainberg, N., Ding, Z., Eggel, A., et al. (2011). The ageing systemic milieu nega-
tively regulates neurogenesis and cognitive function. Nature 477, 90–94.

Walker, G.A., and Lithgow, G.J. (2003). Lifespan extension in C. elegans by
a molecular chaperone dependent upon insulin-like signals. Aging Cell 2,
131–139.

Wallace, D.C. (2005). Amitochondrial paradigm ofmetabolic and degenerative
diseases, aging, and cancer: a dawn for evolutionary medicine. Annu. Rev.
Genet. 39, 359–407.

Wallenfang, M.R., Nayak, R., and DiNardo, S. (2006). Dynamics of the male
germline stem cell population during aging of Drosophila melanogaster. Aging
Cell 5, 297–304.

Walne, A.J., and Dokal, I. (2009). Advances in the understanding of dyskerato-
sis congenita. Br. J. Haematol. 145, 164–172.

Wang, J., Sun, Q., Morita, Y., Jiang, H., Gross, A., Lechel, A., Hildner, K.,
Guachalla, L.M., Gompf, A., Hartmann, D., et al. (2012). A differentiation
checkpoint limits hematopoietic stem cell self-renewal in response to DNA
damage. Cell 148, 1001–1014.

Willcox, B.J., Donlon, T.A., He, Q., Chen, R., Grove, J.S., Yano, K., Masaki,
K.H., Willcox, D.C., Rodriguez, B., and Curb, J.D. (2008). FOXO3A genotype
is strongly associated with human longevity. Proc. Natl. Acad. Sci. USA 105,
13987–13992.

Wong, K.K., Maser, R.S., Bachoo, R.M., Menon, J., Carrasco, D.R., Gu, Y., Alt,
F.W., and DePinho, R.A. (2003). Telomere dysfunction and Atm deficiency
compromises organ homeostasis and accelerates ageing. Nature 421,
643–648.

Yalcin, S., Zhang, X., Luciano, J.P., Mungamuri, S.K., Marinkovic, D.,
Vercherat, C., Sarkar, A., Grisotto, M., Taneja, R., and Ghaffari, S. (2008).
Foxo3 is essential for the regulation of ataxia telangiectasia mutated and
oxidative stress-mediated homeostasis of hematopoietic stem cells. J. Biol.
Chem. 283, 25692–25705.

Yankner, B.A., Lu, T., and Loerch, P. (2008). The aging brain. Annu. Rev.
Pathol. 3, 41–66.

Yilmaz, O.H., Valdez, R., Theisen, B.K., Guo, W., Ferguson, D.O., Wu, H., and
Morrison, S.J. (2006). Pten dependence distinguishes haematopoietic stem
cells from leukaemia-initiating cells. Nature 441, 475–482.

Yilmaz, O.H., Katajisto, P., Lamming, D.W., Gültekin, Y., Bauer-Rowe, K.E.,
Sengupta, S., Birsoy, K., Dursun, A., Yilmaz, V.O., Selig, M., et al. (2012).
mTORC1 in the Paneth cell niche couples intestinal stem-cell function to
calorie intake. Nature 486, 490–495.

Zhang, J., Grindley, J.C., Yin, T., Jayasinghe, S., He, X.C., Ross, J.T., Haug,
J.S., Rupp, D., Porter-Westpfahl, K.S., Wiedemann, L.M., et al. (2006). PTEN
maintains haematopoietic stem cells and acts in lineage choice and leukaemia
prevention. Nature 441, 518–522.

Zindy, F., Quelle, D.E., Roussel, M.F., and Sherr, C.J. (1997). Expression of the
p16INK4a tumor suppressor versus other INK4 family members during mouse
development and aging. Oncogene 15, 203–211.

Cell Stem Cell 12, February 7, 2013 ª2013 Elsevier Inc. 165

Cell Stem Cell

Review



Stem Cell Energetics
December 9-11, 2014 — Berkeley, CA, USA

www.cell.com/symposia

Stem Cell Energetics will bring together academic 
researchers, clinicians and drug developers working in 
the fields of metabolism and stem cells to provide a forum 
for interdisciplinary discussion and cross-collaboration 
amongst experts in these rapidly advancing fields. 

Symposium themes:
• Metabolic regulation of stem cell self renewal 
• Niche influence on stem cell metabolism
• Energetics of stem cell flux
• Mitochondria regulation of stem cell fate
• Metabolites in stem cell epigenetics and reprogramming
• Altered stem cell metabolism in aging and disease

Organizers
Nikla Emambokus, Editor, Cell Metabolism 
Sheila Chari, Scientific Editor, Cell Stem Cell
Emmanuelle Passegue, University of California, San Francisco, USA
Michael Teitell, University of California, Los Angeles, USA

www.cell-symposia-stem-cell-energetics.com 

August 22
2014

Abstract
submission
deadline:

October 3
2014

Early bird
deadline:



Cell Stem Cell

Brief Report

Functional Repair of CFTR by CRISPR/Cas9
in Intestinal Stem Cell Organoids
of Cystic Fibrosis Patients
Gerald Schwank,1,2,7 Bon-Kyoung Koo,1,2,7,8 Valentina Sasselli,1,2 Johanna F. Dekkers,3,4 Inha Heo,1,2 Turan Demircan,1

Nobuo Sasaki,1,2 Sander Boymans,1 Edwin Cuppen,1,6 Cornelis K. van der Ent,3 Edward E.S. Nieuwenhuis,5

Jeffrey M. Beekman,5,6 and Hans Clevers1,2,*
1Hubrecht Institute/KNAW
2University Medical Center Utrecht

Uppsalalaan 8, Utrecht 3584 CT, The Netherlands
3Department of Pediatric Pulmonology
4Department of Immunology
5Department of Pediatric Gastroenterology

Wilhelmina Children’s Hospital, University Medical Center, Lundlaan 6, Utrecht 3584 EA, The Netherlands
6Department of Medical Genetics, UMC Utrecht, Universiteitsweg 100, Utrecht 3584 GG, The Netherlands
7These authors contributed equally to this work
8Present address: Wellcome Trust: Medical Research Council Stem Cell Institute, University of Cambridge, Cambridge CB2 1QR, UK

*Correspondence: h.clevers@hubrecht.eu

http://dx.doi.org/10.1016/j.stem.2013.11.002

SUMMARY

Single murine and human intestinal stem cells can be
expanded in culture over long time periods as genet-
ically and phenotypically stable epithelial organoids.
Increased cAMP levels induce rapid swelling of such
organoids by opening the cystic fibrosis transmem-
brane conductor receptor (CFTR). This response is
lost in organoids derived from cystic fibrosis (CF)
patients. Here we use the CRISPR/Cas9 genome
editing system to correct the CFTR locus by homolo-
gous recombination in cultured intestinal stem cells
of CF patients. The corrected allele is expressed
and fully functional as measured in clonally
expanded organoids. This study provides proof of
concept for gene correction by homologous recom-
bination in primary adult stem cells derived from
patients with a single-gene hereditary defect.

We have previously described a culture system that allows

apparently indefinite in vitro expansion (for >1 year) of single

murine Lgr5+ intestinal stem cells into a 3D small intestinal

epithelium (Sato et al., 2009). A crucial ingredient is the Wnt

agonistic R-spondin1, a ligand of Lgr5 (Carmon et al., 2011; de

Lau et al., 2011). Intestinal organoids or ‘‘miniguts’’ comprise

nearly intact physiology; self-renewing Lgr5+ stem cells and

the niche-supporting Paneth cells are located in a domain that

resembles the crypt, and enterocytes as well as goblet and

enteroendocrine cells move upward to build a villus-like domain

that lines the central lumen. Minor adaptation of this culture con-

dition allowed us to develop similar types of organoid cultures for

colon, stomach, liver, and pancreas using mouse and human

tissues (Barker et al., 2010; Huch et al., 2013b, 2013c; Jung

et al., 2011; Sato et al., 2011). Successful transplantation of

clonal organoids derived from single Lgr5+ stem cells into

damaged tissue has been demonstrated for mouse colon and

liver, making the organoid system a promising tool for adult

stem cell/gene therapy (Huch et al., 2013a; Yui et al., 2012).

Recently, several groups have demonstrated the use of the

CRISPR/Cas9 system for genome engineering in various species

(Chang et al., 2013; Cho et al., 2013; Cong et al., 2013; Friedland

et al., 2013; Hou et al., 2013; Hwang et al., 2013; Jinek et al.,

2013; Li et al., 2013; Mali et al., 2013; Nekrasov et al., 2013;

Shen et al., 2013; Wang et al., 2013; Xiao et al., 2013; Yu et al.,

2013). The system utilizes the type II prokaryotic CRISPR/Cas9

adaptive immune system and targets the Cas9 nuclease by a

20 nt guide sequence cloned upstream of a 50-NGG ‘‘proto-

spacer adjacent motif’’ (PAM) (Jinek et al., 2012). The induced

site-specific double-strand breaks are repaired either by nonho-

mologous end-joining (NHEJ) to yield indels (Barnes, 2001) or by

homologous recombination (HR) if homologous donor templates

are available (van den Bosch et al., 2002), thereby enhancing the

efficiency of HR-based gene targeting (Bibikova et al., 2003;

Porteus and Carroll, 2005; Thomas and Capecchi, 1987; Urnov

et al., 2005). The high efficiency and simple design principle of

the CRISPR/Cas9 system prompted us to evaluate its use for

gene manipulation of adult stem cells in Lgr5/R-spondin-based

organoid cultures.

We first optimized the CRISPR/Cas9 system by targeting the

murine APC locus in adult intestinal stem cells. The optimized

protocol involves culturing intestinal organoids in Wnt-condi-

tioned media, trypsinization to obtain a single cell suspension,

and Lipofectamine-mediated transfection with plasmids ex-

pressing Cas9 and sgRNAs targeting APC (Figures S1A and

S1B available online) (Schwank et al., 2013). Of note, only

Lgr5+ stem cells—and none of the other epithelial cell types—

will grow out in a clonal fashion into secondary organoids in

culture (Sato et al., 2009, 2011). As APC is a negative regulator

of the Wnt pathway, stem cells in which both APC alleles are in-

activated will grow out in the absence of the normally essential
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Wnt agonist R-spondin1. Two weeks after seeding transfected

single cells, multiple organoids grew out from the pool of cells

cotransfected with each of five different sgRNAs. In contrast to

budding wild-type organoids, selected APC mutant organoids

showed a cystic morphology (Figures 1A and 1A0), and

sequencing of isolated clones confirmed mutations in the

targeted APC locus (Figure 1B, Figure S1C). No organoids

grew in control transfections without the specific sgRNAs. Dou-

ble-targeting of the two negative Wnt regulators RNF43 and its

homolog Znrf3 (Hao et al., 2012; Koo et al., 2012) also resulted

in surviving organoids with frameshifts in both targeted loci (Fig-

ure S1D), demonstrating the possibility to efficiently generate

four-allele knockout organoids in a single transfection. We then

tested the CRISPR/Cas9 system on human adult intestinal

stem cells by targeting the APC locus. As human intestinal

stem cells in culture require additional Wnt for self-renewal and

expansion (Jung et al., 2011; Sato et al., 2011), transfected

stem cells were seeded in medium lacking both Wnt and

R-spondin. Organoids only grew out from the pool of cells

cotransfected with the specific sgRNA, and selected clones

showed a cysticmorphology (Figure 1C0). Sequencing confirmed

mutations in the targeted region (Figure 1D), demonstrating the

potential of the CRISPR/Cas9 system for genome editing of adult

human stem cells in primary intestinal organoids.

To investigate the possibility of gene correction in adult stem

cells using CRISPR/Cas9, we focused on the cystic fibrosis

transmembrane conductor receptor (CFTR) in primary cultured

small intestinal (SI) and large intestinal (LI) stem cells. CFTR

encodes an anion channel essential for fluid and electrolyte

homeostasis of epithelia. Mutations in this receptor cause cystic

fibrosis (CF) (Kerem et al., 1989; Riordan et al., 1989; Rommens

et al., 1989), a disease that leads to the accumulation of viscous

mucus in the pulmonary and gastrointestinal tract and to a cur-

rent median life expectancy of approximately 40 years (Ratjen

and Döring, 2003). We established SI and LI organoids from

two different pediatric CF patients. Both patients were homozy-

gous for the most common CFTRmutation, a deletion of phenyl-

alanine at position 508 (CFTR F508 del) in exon 11, which causes

misfolding, endoplasmic reticulum retention, and early degrada-

tion of the CFTRprotein (Cheng et al., 1990). To first demonstrate

the loss of the CFTR function, we performed the previously

established forskolin-induced swelling assay. Forskolin acti-

vates CFTR by raising the amount of intracellular cyclic AMP,

leading to fluid secretion into the lumen and swelling of organo-

ids (Dekkers et al., 2013). Unlike wild-type organoids, the CFTR

F508 del patient organoids did not expand their surface area

upon forskolin treatment (Figures 2A, 2C, and 2D), confirming

loss of function of CFTR as published previously.

We then transfected the patient organoids independently with

two different sgRNAs targeting either CFTR exon 11 or intron 11,

together with a donor plasmid encoding wild-type CFTR

sequences (Figure 1E). Downstream of the corrected F508 del

mutation, we introduced a silent mutation into the donor

sequence enabling allele-specific PCR testing. Within the

intronic sequence, we incorporated a puromycin resistance

cassette (Figure 1E). The sgRNAs were designed to cut the

genomic CFTR sequence, but not the homologous sequence

within the targeting vector (Figure 1F). After transfection single

cells were plated, and organoids derived from puromycin-resis-

tant individual stem cells were selected and tested for site-

specific integration of the donor plasmid by PCR with primers

outside of the 50 and 30 homology arms and within the puromycin

selection cassette (Figure 1E). For both patients, we retrieved

several organoid clones with each of the two sgRNAs (Table

S1; selected clones are shown in Figure 1G). We confirmed

site-specific knockin events and correction of the F508 del allele

by sequencing the recombined allele (Figure 1I). Note that

sequencing the second allele revealed heterozygous CFTR

repair in the majority of clones (Table S1). Transfection with

sgRNA2, which induces a double-strand break 203 base pairs

(bp) downstream of the F508 del mutation also generated a clone

with an anecdotal knockin event where the recombination

appeared downstream of the mutation and repair was not

achieved (SI_c3 in Figure 1G). To validate expression of the

corrected allele, we performed RT-PCR using a forward primer

in exon 10 and an allele-specific reverse primer that binds

Figure 1. CRISPR/Cas9-Mediated Genome Editing in Adult Stem Cells

(A–D) Generation of indels in themouse and humanAPC locus. (A) Wild-typemouse intestinal organoids in complete growthmedium, and (A0)APCmutant mouse

intestinal organoids generated with the CRISP/Cas9 system and selected in medium without R-spondin. Note that organoids change their morphology from

budding structures (wild-type) to cystic structures (APC). (B) Schematic of the targeted region of the mouseAPC locus, and sequences of five mutant alleles from

selected clones. Regions of the sgRNA complementary to the protospacer (yellow) are shown in blue. Red arrowheads indicate cleavage sites. (C) Wild-type

human intestinal organoids in complete growth medium, and (C0) APC mutant human intestinal organoids selected in medium without Wnt and R-spondin. (D)

Schematic of the targeted region of the human APC locus, and sequences of five mutant alleles from selected clones.

(E–J) Correction of the humanCFTR F508del allele by induced homologous recombination. (E) Strategy of the genomemodification usingCRISPR/Cas9 to induce

double-strand breaks in theCFTR locus, and a template for homology directed repair. Top line, structure of theCFTR gene. Black boxes illustrate exons, and thin

strokes illustrate introns. Red scissors show cleavage sites of sgRNA1 and sgRNA2, and white box in the targeting vector indicates the puromycin selection

cassette. A 2 bp silent mutation is introduced downstream of the CTT F508del correction and allows allele-specific PCR testing. Pp1, Pp2, and Pp3 illustrate PCR

primer pairs. (F) Schematic representation of base pairing of the targeting locus with sgRNA1 (upper panel) and sgRNA2 (lower panel). Top lines illustrate the

corresponding sequences in the targeting vector. Nonmatching bases are shown in orange and are based on the F508del correction (CTT addition) and insertion

of the selection cassette, respectively. (G) PCR analysis showing insertion of the targeting vector by homologous recombination. Positions of Pp1 and Pp2

primers-pairs are illustrated in (E). SI_c1: clone derived from SI organoids of patient 1 corrected by cleavage with sgRNA1. SI_c2: clone derived from SI organoids

of patient 1 corrected by cleavage with sgRNA2. SI_c3: same as SI_c2, but integration of the selection cassette did not result in F508 del correction. LI_c1: clone

derived from LI organoids of patient 2, corrected by cleavage with sgRNA1. LI_c2: clone derived from LI organoids of patient 2, corrected by cleavage with

sgRNA2. (H) RT-PCR analysis of the CFTR cDNA with primers specific for the corrected allele Pp3(TC) and the uncorrected allele Pp3(CA), respectively. Pp3

forward primer is located in exon 10. (I and J) PCR amplification products of the corrected alleles (from G and H) were sequenced. This revealed correction of the

F508 del mutation in the genomic locus (I) and cDNA (J). Note that the clones shown here are heterozygous for the corrected allele and retained one copy of the

mutant allele (data not shown).

See also Figure S1, Table S1, and Table S2.
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exclusively to the introduced silent mutations in exon 11. Expres-

sion of the repaired allele was absent in uncorrected control

organoids and detected in all transgenic clones (Figures 1H

and 1J). RT-PCR with a reverse primer specific for the uncorrec-

ted allele confirms heterozygousity of the knockin events.

It has been reported that sgRNAs can potentially tolerate

mismatches in the 20 bp protospacer target sequence, which

can lead to the generation of undesirable ‘‘off-target’’ indels

(Hsu et al., 2013; Mali et al., 2013; Pattanayak et al., 2013). To

assess off-target effects of the CRISPR/Cas9 system in our adult

primary stem cell system, we computationally identified possible

off-target sites for each of the two sgRNAs (sequences with one

to three mismatches to the protospacer followed by the NGG-

PAM motif). We identified 29 potential off-target sites for

sgRNA1, of which 25 were sequenced and analyzed in an

individual clone. Only one site contained a 4 bp insertion in the

protospacer sequence (Table S2). Notably, the mutation was

heterozygous and located within an intron, making phenotypic

consequences highly unlikely. For sgRNA2, we identified and

sequenced 17 off-target sites in one clone, and no mutations

A

B

C

E

D

G

F

Figure 2. Functional Analysis of the Restored CFTR Function in Corrected Organoids

(A and B) Confocal images of calcein-green-labeled and forskolin-stimulated SI organoids (A) without and (B) in the presence of a chemical CFTR inhibitor. SI_c1,

SI_c2: clones derived from SI organoids corrected by cleavage with sgRNA1 and sgRNA2, respectively. F508 del: uncorrected control organoids of the

corresponding patient. t = 0 min, t = 60 min indicate time points after forskolin induction.

(C and D) Quantification of organoid swelling of corrected SI organoid clones (C) and LI organoid clones (D). The total organoid surface area is normalized to t0min

and measured in three independent wells. Error bars indicate the standard error of the mean (SEM). inh, chemical CFTR inhibitor.

(E and F) Forskolin-induced swelling expressed as the absolute area under the curve calculated from (C) and (D), respectively (baseline = 100%, t = 60 min). Error

bars indicate SEM.

(G) Schematic illustration of the gene correction protocol. Stem cells are labeled in green. Note that after transfection only stem cells that integrated the selection

cassette can grow out and form new organoids.

See also Movie S1.
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were found (Table S2). Also, when protospacer-homology re-

gions with 4 mismatches (10 sites for sgRNA1 and 8 sites for

sgRNA2) were analyzed, we did not find any indels (Table S2),

confirming previous studies that suggest off-target effects to

be limited to sites with only one to three mismatches (Mali

et al., 2013). Our results therefore demonstrated high specificity

of the CRISPR/Cas9 system in adult stem cells.

To assess whether the CFTR function in corrected organoids

was restored, we performed the forskolin assay with transgenic

lines. By live-cell microscopy, we observed rapid expansion of

the organoid surface area in the corrected organoids, whereas

swelling was absent in untransfected control organoids

(Figure 2A, Movie S1). Quantification of swelling by automated

image analysis demonstrated a relative increase of the total

organoid surface area to 177% (±1.4 SEM) and 167% (±3.8

SEM) for two corrected SI organoid clones (Figures 2C and

2E), and to 187% (±3 SEM) and 180% (±1.5 SEM) for two cor-

rected LI organoid clones (Figures 2D and 2F). These numbers

are comparable to forskolin-induced surface area increase of

wild-type organoids and exceed CFTR rescue capacities

obtained with chemical correctors (Dekkers et al., 2013). Un-

transfected F508 del organoids increased only marginally in sur-

face area (Figures 2C–2F), which is consistent with very limited

residual CFTR function of the F508 del allele (Dekkers et al.,

2013). We next tested whether the forskolin-induced swelling

of the corrected organoids was sensitive to chemical inhibition

of CFTR by CFTRinh-172 (Thiagarajah et al., 2004). Indeed, for-

skolin-induced swelling was fully abolished in presence of the

inhibitor (Figures 2C–2F, Movie S1). Together, these data

demonstrated that the corrected F508 del allele was fully func-

tional and was able to rescue the CFTR phenotype in organoids.

In summary, we have isolated and expanded adult intestinal

stem cells from two CF patients, corrected the mutant F508

del allele using the CRISPR/Cas9 mediated homologous recom-

bination, and demonstrated functionality of the corrected allele

in the organoid system (Figure 2G). Together with previous

studies, in which in vitro expanded organoids were successfully

transplanted into colons of mice (Yui et al., 2012), this work pro-

vides a potential strategy for future gene therapy in patients.

Although given its multiorgan involvement CF does not appear

to be a prime candidate for clinical application of adult stem

cell gene therapy, this approachmay present a safe complement

to induced-pluripotent-stem-cell-based approaches, and in the

future it could be applied to different single-gene hereditary

defects. The advantage of combining HR-based gene correction

strategies with organoid culture technology rests in the possibil-

ity of clonal expansion of single adult patient stem cells and the

selection of recombinant clonal organoid cultures harboring the

desired, exact genetic change.
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SUMMARY

DNA methylation and demethylation have been
proposed to play an important role in somatic cell re-
programming. Here, we demonstrate that the DNA
hydroxylase Tet1 facilitates pluripotent stem cell
induction by promoting Oct4 demethylation and re-
activation. Moreover, Tet1 (T) can replace Oct4 and
initiate somatic cell reprogramming in conjunction
with Sox2 (S), Klf4 (K), and c-Myc (M).We established
an efficient TSKM secondary reprogramming system
and used it to characterize the dynamic profiles of
5-methylcytosine (5mC), 5-hydroxymethylcytosine
(5hmC), and gene expression during reprogramming.
Our analysis revealed that both 5mC and 5hmC
modifications increased at an intermediate stage of
the process, correlating with a transition in the tran-
scriptional profile. We also found that 5hmC enrich-
ment is involved in the demethylation and reactiva-
tion of genes and regulatory regions that are
important for pluripotency. Our data indicate that
changes in DNA methylation and hydroxymethyla-
tion play important roles in genome-wide epigenetic
remodeling during reprogramming.

INTRODUCTION

The direct reprogramming of differentiated somatic cells to

induced pluripotent stem cells (iPSCs) can be achieved through

the overexpression of a set of defined transcription factors such

as Oct4 (O), Sox2 (S), Klf4 (K), and c-Myc (M) (Maherali et al.,

2007; Okita et al., 2007; Takahashi et al., 2007; Takahashi and

Yamanaka, 2006; Wernig et al., 2007). The full pluripotency of

iPSCs has been confirmed by the production of viable all-iPSC

mice through tetraploid complementation (Boland et al., 2009;

Kang et al., 2009; Zhao et al., 2009).

Global epigenetic reprogramming of DNA and histones is

crucial for the reprogramming process overall and involves the

removal of the original somatic cell epigenetic landscape and

the establishment of a pluripotent stem cell-specific epigenetic

landscape in its place. Many regulators of chromatin modifica-

tion play important roles in reprogramming to iPSCs (Onder

et al., 2012; Singhal et al., 2010; Surani et al., 2007; Wang

et al., 2011; Yang et al., 2011), and inhibitors of histone deacety-

lases or DNA methylation have also been useful in improving re-

programming efficiency (Plath and Lowry, 2011). Uncovering the

molecular mechanisms involved may lead to improvements in

both reprogramming efficiency and iPSC quality, and thus ulti-

mately advance therapeutic application.

The generation of iPSCs can be affected significantly by

the initial expression of reprogramming factors, starting cell

types, and induction methods. Through the development of

a secondary (2�) reprogramming system, iPSC generation was

initially described as a multistep process characterized by

phenotypic, transcriptional, and chromatin changes (Plath and

Lowry, 2011). More recently, genome-wide analysis of specific

chromatin modification dynamics (gain of H3K4me2) at early

stages of reprogramming indicated that this progress might be

constrained by repressive epigenetic modifications, such as

H3K9me3 and DNA methylation (Koche et al., 2011; Soufi

et al., 2012). H3K9me3 and DNA methylation are considered

major barriers to faithful reprogramming (Chen et al., 2013;

Meissner et al., 2008).

It has been proposed that DNA methylation functions in the

silencing of somatic genes and chromatin remodeling during

iPSC generation (Plath and Lowry, 2011), and DNA demethyla-

tion appears to play an important role in reactivating pluripotency

genes, which are hypermethylated and silenced in somatic cells,

particularly in the late stages of the reprogramming process

(Mikkelsen et al., 2008). Recently, 5-hydroxymethylcytosine

(5hmC), formed by hydroxylation of 5-methylcytosine (5mC) by

Tet1–Tet3 proteins, has been detected in a broad range of cell

types and is thought to be involved in active and/or passive

DNA demethylation (Tahiliani et al., 2009; Wu and Zhang,

2011). Two recent studies have shown that some of the erasure

of CpG methylation during primordial germ cell (PGC) speci-

fication occurs via 5mC-to-5hmC conversion driven by Tet1

and Tet2 (Hackett et al., 2013; Vincent et al., 2013). In addition,

Tet2-mediated 5hmC conversion on Nanog and Esrrb has
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been observed in the OSKM reprogramming system (Doege

et al., 2012). However, overall understanding of the global

dynamics of DNA modification and the molecular mechanisms

for DNA demethylation during reprogramming remains poor.

In the present study, we show that Tet1 acts at the Oct4 loci

to promote 5mC-to-5hmC conversion and facilitates the DNA

demethylation and transcriptional reactivation during OSKM

iPSC induction. Importantly, we found that Tet1 can replace

Oct4 in the initiation of reprogramming in combination with

SKM. We established an efficient TSKM 2� reprogramming

system, which was used to identify an intermediate stage in

the reprogramming process and to dissect the molecular events

involved. Overall, we characterized a unique DNA methylation

and hydroxymethylation state map, and our data further suggest

that 5mC-to-5hmC conversion represents a crucial step in the

initiation of epigenetic remodeling and transcriptome resetting

to achieve a pluripotent state.

RESULTS

Tet1 Can Facilitate Traditional iPSC Induction in
a Hydroxylase-Dependent Manner
To investigate the role of DNA methylation and demethylation

during reprogramming, we focused on the Tet family proteins,

which have been proposed to play important roles in initiating

DNA demethylation through 5mC oxidation (Wu and Zhang,

2011). We first examined the expression dynamics of Tet1–

Tet3 during reprogramming and in iPSCs. Consistent with

previous reports (Koh et al., 2011; Polo et al., 2012), Tet1 was

more significantly upregulated than Tet2 in iPSCs, whereas

Tet3 was repressed (Figure 1A). Although Tet2 was upregulated

as early as day 3 in OSKM-induced reprogramming, only Tet1

showed a progressive upregulation in both OSKM- and OSK-

induced reprogramming systems (Figure 1B; Figure S1A avail-

able online). We further demonstrated that the formation of

iPSC colonies was abolished by short hairpin RNA (shRNA)-

mediated Tet1 knockdown (Tet1kd) in both the OSKM and

OSK (4F and 3F) induction systems (Figure 1C).

To further explore the potential function of Tet1 in reprogram-

ming, we performed both gain- and loss-of-function studies (Fig-

ure 1D). We used lentiviral-based doxycycline (Dox)-inducible

expression vectors to exogenously express genes. The OSKM

and OSK primary induction system (fibroblasts with the Oct4-

GFP/Rosa26-M2rtTA background) was used for first verifying

whether Tet1 could increase reprogramming efficiency. We

found that the formation of Oct4-GFP+ colonies was promoted

markedly by ectopic expression of Tet1 in both the OSKM and

OSK induction systems (Figures 1E and S1B–S1D). The

percentage of Oct4-GFP+ cells also increased (Figures 1F and

S1E). Importantly, the catalytic domain (CD) of Tet1 appeared

to be essential for its function in this context, because ectopic

expression of CD-deleted Tet1 (Td) did not have a positive effect

on reprogramming (Figures 1E, 1F, and S1B–S1E).

For ruling out the possible influence of variation in transgene

expression, an OSKM 2� reprogramming system established in

our lab was used for further studies (Kang et al., 2009; Kou

et al., 2010). We optimized the expression of exogenous Tet1

(Figures S1F and S1G) and constructed a mutant Tet1 (Tm)

that is full length but lacks DNA hydroxylase activity (Figures

S1B and S1C). OSKM 2� fibroblasts were infected with similar

amounts of Tet1, Td, Tm, control, or Tet1-shRNA viruses and

were then induced by Dox under the same culture conditions

(Figure 1D). Total Tet1 expression levels were confirmed using

primers on the CD on induction day 3 (Figure S1H).

The percentage of SSEA1+ cells (as determined using fluores-

cence-activated cell sorting [FACS] analysis) and the number of

AP+ colonies were used for measuring the kinetics and the effi-

ciency of reprogramming, respectively. We found that when

Tet1 was repressed by shRNA, the increase in SSEA1+ cells

was delayed, and colony formation was abolished (Figures 1G,

1H, S1I, and S1J). In contrast, ectopic expression of wild-type

Tet1 accelerated the reprogramming process and increased

the efficiency significantly. Although the overexpression of Td

and Tm also promoted the expression of SSEA1 (Figures S1I

and S1J), the number of AP+ colonies showed no significant

differences compared with the control (Figures 1G and 1H).

Taken together, these results demonstrate that Tet1 facilitates

OSKM-mediated iPSC induction in a hydroxylase-activity-

dependent manner.

Tet1 and 5hmC Involve Demethylation of the Oct4
Enhancer and Promoter during OSKM Reprogramming
The demethylation and reactivation of Oct4 is a crucial step in

reprogramming (Plath and Lowry, 2011). We examined Oct4

expression levels in SSEA1+ cells sorted on induction day 11

and found that only wild-type Tet1, but not Td or Tm, promoted

Figure 1. Tet1 Can Facilitate Traditional iPSC Induction

(A) Tet1 is highly expressed in pluripotent stem cells. The expression levels of the Tets were normalized to glyceraldehyde-3-phosphate dehydrogenase (Gapdh)

and compared via fold changes from differentiated cells to pluripotent cells (MEF versus R1 ESC, and OSKM 0D versus OSKM iPSC).

(B) Tet1 is progressively upregulated in OSK iPSC induction. qRT-PCR analyses of Tet1 and Tet2 expression were normalized toGapdh and compared withMEF,

respectively.

(C) Tet1 deficiency reduces the alkaline phosphatase (AP)-positive colonies in iPSC induction. AP staining was performed at day 12 and day 16 in OSKMandOSK

induction, respectively.

(D) Strategy for functional studies of Tet1 in reprogramming. Parallel experiments were performed using wild-type Tet1 (Tet1), truncated Tet1 (Td), mutated

Tet1 (Tm), shRNA for Tet1 (Tet1kd-1 and Tet1kd-2) and RFP control (Ctr). rtTA, reverse tetracycline transactivator; ESM, ESC culture media.

(E) Expression of Tet1, but not Td, facilitates the formation of Oct4-GFP+ colonies. The Oct4-GFP+ colonies were counted on days 10–13 in OSKM (left) and days

10–14 in OSK (right) after Dox induction.

(F) The percentage of Oct4-GFP+ cells is increased by Tet1. FACS analysis was performed by the end of primary iPSC induction: OSKM (left) at day 13 and OSK

(right) at day 14.

(G and H) Kinetics of the AP+ colony formation are facilitated by Tet1 and abolished by Tet1kds from day 5 to day 11 in OSKM 2� induction. The number of AP+

colonies was counted and compared with the control in (G). Representative AP-stained plates during reprogramming are shown in (H).

Data in (A)–(C) are represented as the mean ± SD (n = 3). Data in E–G are represented as the mean ± SEM (n = 3 in E and F; n = 2 in G). *p < 0.05; **p < 0.01; ***p <

0.001 by ANOVA or Student’s t test for comparison. See also Figure S1.
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Figure 2. Tet1 Can Reactivate Oct4 during OSKM Reprogramming

(A) Diagram of the analyzed regions ofOct4. The reported T-DMRs and Tet1-targeted regions in ESCs, as well as the number of CpGdinucleotides inBfaI-defined

regions, are labeled. The enhancer (S3&4, DE) and promoter (F2, PR) were identified as R-DMRs of Oct4.

(B) CpG dinucleotides of Oct4 R-DMRs were demethylated through OSKM induction. Bisulfite sequencing analysis was performed on differentiated cells and

pluripotent cells (OG2MEF versus R1 ESC andOSKM 0D versus OSKM iPSC). The open circles indicate unmethylated CpG dinucleotides, and the closed circles

indicate methylated CpG dinucleotides.

(C and E) Time course of relative 5mC/5hmC enrichment at Oct4 enhancer (C) and promoter (E) during OSKM 2� induction.
(D and F) Time course of Tet1–Tet3 occupancy at Oct4 enhancer (D) and promoter (F) during OSKM 2� induction.

(legend continued on next page)
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Oct4 reactivation (Figure S2A). Expression ofOct4 is highly regu-

lated by the CpG methylation levels of tissue-dependent, differ-

entially methylated regions (T-DMRs) (Hattori et al., 2004), and

Oct4 can be targeted directly by Tet1 in embryonic stem cells

(ESCs) (Wu et al., 2011). Therefore, we next examined whether

Tet1 and 5hmC are involved inOct4 demethylation and reactiva-

tion during OSKM reprogramming.

We identified two reprogramming-related, differentially meth-

ylated regions (R-DMRs) in the Oct4 gene (including enhancer

and promoter regions) that undergo DNA demethylation during

reprogramming (Figures 2A and 2B). We used methylated or

hydroxymethylated DNA immunoprecipitation quantitative PCR

(MeDIP or hMeDIP qPCR) to track the dynamics of the relative

5mC or 5hmC levels, respectively, at Oct4 R-DMRs from induc-

tion day 1 to day 7 in theOSKM2� system.We also quantified the

total cytosine methylation level (5mC plus 5hmC) through bisul-

fite sequencing analysis of the same regions.

We found that 5hmC enrichment increased in parallel with

a decrease in 5mC at these loci from day 1 to day 5 of the reprog-

ramming process (Figures 2C and 2E). In addition, chromatin

immunoprecipitation (ChIP) demonstrated that the occupancy

of Tet proteins at these two loci was different (Figures 2D and

2F). The binding of Tet1, but not Tet2 or Tet3, was increased

from day 1 to day 5, which coincided perfectly with the 5hmC

increase (Figures 2C–2F). These results suggest that Tet1 and

5hmC may function since the early stage of reprogramming

and might be directly involved in the DNA demethylation of

Oct4 R-DMRs.

Unexpectedly, we noticed an increase in 5mC levels at Oct4

R-DMRs at day 1 of OSKM-mediated reprogramming (Figures

2C and 2E). We performed bisulfite analyses (Gruntman et al.,

2008) to quantify the methylated cytosine levels during reprog-

ramming and their dynamics on CG, CHG (H = C/A/T), and CHH

(H = C/A/T) sites. We found that the major demethylation events

in these two regions took place at a relatively late stage on CG

sites (from day 5) in reprogramming, whereas de novo non-CpG

DNA methylation occurred primarily on CHG and CHH sites,

potentially explaining the observed increase in 5mC (Figure S2B).

This finding is also consistent with previous data indicating that

DNA demethylation at the Oct4 gene occurs at a late stage in re-

programming (Mikkelsen et al., 2008; Polo et al., 2012).

Tet1 PromotesOct4Demethylation and Reactivation via
5hmC Conversion during OSKM Reprogramming
We next explored the role of Tet1 and 5hmC inOct4 reactivation

using established gain- and loss-of-function systems (Figure 1D).

The molecular changes at the Oct4 R-DMRs were analyzed and

compared to Tet1 overexpression or repression during OSKM 2�

reprogramming.

When compared to control OSKM-mediated reprogramming

(OSKM+Ctr) at day 1, overexpression of Tet1, but not Tm, led

to a significant and consistent increase in 5hmC and a corre-

sponding decrease in 5mC at both loci after 24 hr of Dox induc-

tion, whereas the total amount of modified cytosine was compa-

rable (Figures 2G and 2H). By contrast, Tet1kd by shRNA

resulted in an increase in 5mC and a decrease in 5hmC at these

two loci (Figures 2G and 2H). These results suggest that Tet1

expression converts 5mC to 5hmC at both the Oct4 enhancer

and promoter at the very beginning of reprogramming.

Importantly, overexpression of Tet1 also significantly

promoted the CpG demethylation process at both regions

(Figures 2I and 2J) and facilitated Oct4 transcriptional reactiva-

tion as early as day 3 (Figures 2K and 2L). Interestingly, we

noticed that Tet1 expression limited the increase in total 5mC

at early stages (Figures S2C and S2D). However, Tet1 deficiency

impeded the increase in 5hmC during the entire process and led

to a more significant increase in 5mC on day 1 at both loci

(Figures S2C and S2D). These results suggest that the function

of Tet1 may not be limited to the CpG sites. ChIP analysis on

day 3 also revealed a significant enrichment of activation-asso-

ciated histone modifications, including H3K4me3 and

H3K4me2, but not the repressive mark H3K27me3, at the two

loci when Tet1 was overexpressed (Figure 2M).

After day 1, the changes in 5hmC and Tet binding at both loci

became more complicated. For example, compared with the

control, H3K4me3 and H3K27me3 were enriched at the Oct4

promoter, but not the enhancer, in OSKM+Tet1kd day 3 cells.

ChIP analysis further revealed increased occupancy of Tet1

and Tet3 (but not Tet2) at the Oct4 promoter, whereas the

binding of all Tets at the Oct4 enhancer was comparable to

the OSKM+Ctr cells on day 3 (Figures S2E and S2F). Overall,

though, Oct4 demethylation and reactivation were repressed

by Tet1kd on day 3 (Figures 2I, 2J, and 2L).

Although redundant binding of Tets might occur, Tet1 expres-

sion during reprogramming appears to be more significant for

Oct4 reactivation. It is interesting that even in the Tet1-deficient

primary OSKM reprogramming, some Dox-independent AP+

iPSC lines were established, but they had a low Oct4-GFP signal

(Figure S2G). Oct4 demethylation and reactivation were incom-

plete in these Tet1-deficient iPSC lines (4F-Tet1kd iPSC a and

b) compared to ESCs and Tet1-deficient ESCs, even though

Sox2 expression (demethylation independent) was reactivated

normally, and Tet2 and Tet3 were also highly expressed in one

of the lines (4F-Tet1kd-b) (Figures 2N and S2H).

(G and H) DNAmodification changes atOct4 enhancer (G) and promoter (H) at induction day 1 in the OSKM 2� system. Relative 5mC/5hmC enrichment (left) and

content of modified cytosine (right) of different conditions are presented.

(I and J) Tet1 can promote CpG demethylation at Oct4 enhancer (I) and promoter (J) during OSKM 2� induction.
(K and L) Tet1 can promote the reactivation of Oct4 during OSKM 2� induction. The time course is compared in (K), and the comparison on day 3 is shown in (L).

(M) Occupancy of H3K27me3, H3K4me3, and H3K4me2 at Oct4 enhancer (left) and promoter (right) in cultures as indicated.

(N) The CpG demethylation at the Oct4 enhancer and promoter is incomplete in two OSKM-Tet1kd iPSC lines, as compared with R1 ESCs.

Gene expression was assessed by qRT-PCR, normalized by Actb, and compared to those observed in R1 ESCs. Content of modified cytosines (5hmC+5mC)

was determined by bisulfite sequencing and further analyzed on CGs, CHGs, and CHHs. The relative 5mC and 5hmC levels were determined by MeDIP- and

hMeDIP-qPCR, respectively, relative to input (1/40) DNA. Occupancy of Tet1–Tet3 and the histone markers was determined by ChIP-qPCR, relative to input (1/

10) and normalized by Actb. The cells for each kind of analysis during reprogramming were collected from the same or parallel culture plates every 2 days after

Dox induction. Data in (C)–(H) and (K)–(M) are represented as the mean ± SD (n = 3). Data in (I), (J), and (N) are represented as the mean ± SEM (n = 10�16). *p <

0.05; **p < 0.01; ***p < 0.001 by ANOVA or Student’s t test for comparison. See also Figure S2.
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Collectively, these results indicate that Tet1 promotes Oct4

demethylation and reactivation through 5mC-to-5hmC conver-

sion at a very early stage in OSKM-mediated reprogramming.

Tet1 Can Replace Oct4 in the Induction of
Reprogramming
After establishing that Tet1 promotes Oct4 reactivation early in

reprogramming,wenext investigatedwhether Tet1 could replace

Oct4 during iPSC induction. To this end, we infected mouse

embryonic fibroblasts (MEFs) (Oct4-GFP/Rosa26-M2rtTA) with

viruses expressing Tet1, Sox2, Klf4, and c-Myc (TSKM) using

a traditional infectionmethod (Figures 3A and S3A). Interestingly,

we observed Oct4-GFP+ colonies (68 ± 12 per 100,000 MEFs

plated) within 3–4 weeks of induction, and FACS analysis re-

vealed that 6.6% of the cells were Oct4-GFP+ by the end of the

reprogramming process (Figures 3B and 3C). By contrast, we

saw no Oct4-GFP+ colonies or cells from MEFs infected with

SKM+Td, SKM+Tm, or SKM+Ctr combinations under the same

conditions. We also found that c-Myc was dispensable for re-

programming with this approach (Figure 3B), and that other cell

types such as trophoblast stem cells (TSCs) could be reprog-

rammed successfully using TSKM (Figure S3B).

TSKM-Reprogrammed iPSCs Are Fully Pluripotent
We selected and propagated Oct4-GFP+ colonies without Dox

to generate TSKM iPSC lines and characterized their pluripo-

tency further. One representative cell line, TSKM-iPS8 (40 chro-

mosomes, XY; Figure S3C), was analyzed with regard to tran-

scription, epigenetic modification, and developmental

potential. The reported fully pluripotent 4F iPSCs and 3F iPSCs

(Kang et al., 2009; Kang et al., 2011) and the R1 ESCs were

used as controls.

In TSKM-iPS8 cells, the exogenous vectors were silenced

(Figure S3D), and pluripotency-marker expression was the

same as that seen in fully pluripotent 4F iPSCs and 3F iPSCs

and in R1 ESCs (Figures 3D, 3E, and S3E). The global gene-

expression profiles of TSKM-iPS8 cells resembled R1 ESCs

but were distinct from those of somatic fibroblasts (Figures 3G

and S3F). Bisulfite sequencing analysis indicated that successful

demethylation occurred at the promoters of Oct4 and Nanog

during TSKM reprogramming (Figure 3F).

TSKM-iPS8 cells also showed development potential both

in vitro and in vivo. Embryoid bodies (EBs) were formed using

TSKM-iPS8 cells, and marker genes for the three germ layers

were detected in the plated EBs (Figures S3G and S3H). Tera-

tomas with three germ layers and chimeric mice with germline

transmission could be generated by TSKM-iPS8 cells (Figures

S3I and S3J).

Strikingly, through tetraploid complementation, we success-

fully obtained full-term, all-iPSC mice from this TSKM iPSC

line, which we referred to as TSKM mice. We produced 20 living

TSKM all-iPSC mice through Caesarean-section (C-section)

deliveries at embryonic day 19.5 (E19.5) (Figure 3H). We used

some of these full-term TSKM mice to derive somatic cells for

a 2� induction system. Three of the remaining TSKM mice

reached adulthood and were fertile (Figure 3I). Most strikingly,

we found that, thus far, all TSKMmice have been free of tumors,

unlike the OSKMmice (Figure S3K), and the oldest TSKMmouse

is now 2 years old.

These results demonstrate that fully reprogrammed iPSCs can

be obtained via TSKM-mediated reprogramming.

ATSKM2� Reprogramming SystemCan Initiate Efficient
Reprogramming
We established a secondary reprogramming system, referred to

as the TSKM 2� system, using fibroblasts derived from full-term,

TSKM mice (Figure 4A). After the addition of Dox, ectopic

expression of exogenous factors was detected (Figure S4A).

We analyzed the reprogramming process in the TSKM 2� system
using FACS analysis every 2 days. During TSKM 2� reprogram-

ming, the fibroblasts morphed into smaller, round cells at day 3

when SSEA1+ cells appeared; cell death was observed later,

and some cells clustered at approximately day 5. Oct4-GFP+

colonies appeared at day 7, and we analyzed the efficiency at

these points (Figures 4B and S4B–S4E). Interestingly, we found

that the percentage of double-positive cells (Oct4-GFP+,

SSEA1+) within the SSEA1+ population was much higher in the

TSKM 2� induction system than with OSKM (Figure S4F). Subse-

quently, we generated TSKM 2� iPSC lines (TSKM 2-iPSC) (Fig-

ure 4C), which also possessed full pluripotency and the ability to

generate full-term, all-iPSC mice (TSKM 2-iPSC mice;

Figure 4D).

These results indicate that faithful somatic cell reprogramming

can be achieved efficiently in the TSKM 2� reprogramming

system and that it provides a useful tool to further explore the

molecular dynamics of TSKM-mediated reprogramming.

Figure 3. Tet1 Can Replace Oct4 and Generate Fully Pluripotent iPSCs

(A) Strategy for generating TSKM iPSCs.

(B) Morphology of Oct4-GFP+ TSKM and TSK iPSC colonies.

(C) Only wild-type Tet1 can generate Oct4-GFP+ cells in combination with SKM. FACS was performed at induction day 28 after infection with different

combinations. Data are represented as the mean ± SEM (n = 3).

(D) qRT-PCR analysis of pluripotency genes expression in TSKM iPSCs and 4F-/3F-iPSCs. Both 4F- and 3F-iPSCs can produce all-iPS mice. The expression

levels were normalized to those observed in R1 ESCs and represented as mean ± SD (n = 3).

(E) Immunofluorescent staining of pluripotency markers in TSKM iPSCs. Scale bars represent 20 mm.

(F) The Oct4 and Nanog promoter regions in MEFs undergo demethylation in TSKM iPSCs, similar to that in R1 ESCs and 4F iPSCs as analyzed by bisulfite

sequencing. Open and closed circles indicate the unmethylated and methylated CpGs, respectively.

(G) Scatter-plot analysis comparison of the gene-expression profiles in TSKM iPSCs, fibroblasts, and R1 ESCs.

(H) TSKM iPS8 can generate full-term TSKM-iPSCmice through tetraploid complementation. The newbornmicewere alive after C-section (upper row) and simple

sequence length polymorphism analysis (lower row) of the TSKM-iPSC mice were performed. TSKM iPSCs and C57BL/6J mice were used as positive controls

and ICR mice were used as a negative control.

(I) Three adult TSKM-iPSC mice with germline transmission ability. The left mouse is 2 years old, and the other two mice are 6 months old.

See also Figure S3.
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Efficient Reactivation of Oct4 Involves Tet1 and 5hmC
during TSKM Reprogramming
To examine the role of Tet1 in TSKM-mediated programming, we

used gain- and loss-of-function analysis in the TSKM 2� system.

As in the OSKM system (Figures 1G, 1H, 2K, S1I, and S1J), Tet1

deficiency (Tet1 shRNA) in the TSKM 2� system delayed the

production of SSEA1+ and Oct4-GFP+ cells, and colony forma-

tion and Oct4 reactivation were abolished (Figures 4E, 4F, and

S4G–S4I). Although Tm and Td can facilitate the expression of

SSEA1, only wild-type Tet1 greatly promoted the generation of

Oct4-GFP+ cells, further improved colony formation, and facili-

tated Oct4 reactivation. The entire reprogramming process

was shortened by 2 days with additional Tet1 expression

(Figures S4G–S4I).

We also performed a side-by-side analysis of Oct4 reactiva-

tion in the TSKM 2� system. As in OSKM-mediated reprogram-

ming (Figure 2B), the Oct4 R-DMRs underwent demethylation

during TSKM-mediated reprogramming (Figure 4G). Compared

with OSKM reprogramming (Figures 2C, 2E, and S2B), we

observed a consistent increase in 5hmC in the TSKM 2� system,

but we no longer saw the sharp increase in 5mC on day 1 (Fig-

ure 4H). Bisulfite sequencing analysis further revealed that de

novo non-CpGmethylation was repressed during TSKM reprog-

ramming (Figure S4J).

Comparedwith the control in day 1, Tet1kd by shRNA on day 1

(TSKM+Tet1kd 1D) resulted in a consistent increase in 5mC and

a decrease in 5hmC at both Oct4 R-DMRs (Figures 4I and 4J).

Tet1 deficiency also diminished the gain of 5hmC and led to

increased 5mC on both loci during the whole reprogramming

process (Figures 4K and 4L). Furthermore, Tet1 deficiency abol-

ished the demethylation of CpG sites, which were more effi-

ciently demethylated in TSKM+Ctr cells than in OSKM+Ctr

(Figures 4M and 4N). Moreover, when additional Tet1 was

applied in the TSKM system, the 5hmC levels were significantly

increased, and the demethylation of CpG sites was facilitated on

both loci (Figures S4K and S4L).

ChIP analysis on cells at induction day 3 revealed that Tet1

deficiency led to significantly higher 5mC levels and H3K27me3

occupancy relative to TSKM+Ctr at the two loci (Figures 4O

and 4P). Although Tet1 deficiency also affected 5hmC and

active histone marks, these effects were not as obvious as the

changes observed on the repressive marks. qRT-PCR analysis

revealed that expression of endogenous Oct4 was repressed

by Tet1kd on day 3 relative to controls (Figure 4Q).

These results suggest that Oct4 reactivation depends on Tet1

and 5hmC conversion in the TSKM 2� system. Thus, it seems

that Tet1 can reactivate endogenous Oct4 during reprogram-

ming without a requirement for exogenous Oct4.

An Intermediate Reprogramming Stage in the TSKM 2�

System Is Characterized by an Apparent Transcriptional
Transition
We achieved successful reprogramming within one week using

the TSKM 2� system, suggesting that changes occur rapidly at

both the transcriptional and epigenetic levels (Figure 5A). We

realized that for gaining insight into the molecular mechanism

of TSKM-mediated reprogramming it would be important to

identify a distinct intermediate stage where changes are evident.

To this end, we examined the expression level of pluripotency

markers in three groups of cells sorted by FACS, which included

SSEA1+ cells (S+) and two groups of SSEA1� cells (R2 and R7),

from day 3 to day 7 during TSKM 2� reprogramming. We found

that the gene-expression levels among the three groups of cells

were comparable at day 3 (TSKM 3D), but obvious diversity ap-

peared from day 5 (TSKM 5D; Figures S5A and S5B). Therefore,

the TSKM 3D cells seemed to be a relatively homogeneous state

that could be utilized for high-throughput analysis. We per-

formed 5hmC dot blot assays and found a sharp increase in

5hmC on day 3 (Figure S5C). Therefore, we concluded that

TSKM 3D cells constitute an identifiable intermediate stage

that could be used to explore the molecular mechanism of

TSKM-mediated reprogramming.

Figure 4. TSKM 2� System Can Initiate Reprogramming Rapidly and Efficiently

(A) Schematic of the TSKM 2� system. Fibroblasts were derived from the TSKM mice (E19.5) and induced by Dox. The TSKM 2-iPSC line could be established

after 7 day induction and was further used to produce TSKM 2-iPSC mice through tetraploid complementation.

(B) Kinetics of TSKM 2� induction by FACS at the indicated time points. SSEA1+ cells emerged at day 3, and SSEA1 andOct4-GFP double-positive cells emerged

at day 7.

(C) Morphology of TSKM 2-iPSC colonies. The original Oct4-GFP+ colonies appeared since induction day 7 (upper panels). After withdrawal of Dox for 4 days,

TSKM 2-iPSC lines could be established (lower panels).

(D) A TSKM 2-iPSC mouse. A full-term TSKM 2-iPSC mouse could be produced through tetraploid complementation and was alive when C-section was per-

formed.

(E) Tet1 deficiency represses the reactivation of Oct4 in TSKM 2� induction.
(F) Tet1 deficiency represses the reprogramming kinetics of TSKM 2� induction. FACS was performed to determine the percentage of Oct4-GFP+ cells.

(G) CpG dinucleotides of Oct4 R-DMRs undergo demethylation during TSKM 2� induction.
(H) Time course of relative 5mC/5hmC enrichment at Oct4 enhancer (left) and promoter (right) in TSKM 2� induction.
(I and J) DNA modification changes at Oct4 enhancer (I) and promoter (J) at induction day 1 in the TSKM 2� system. Relative 5mC/5hmC enrichment (left) and

content of modified cytosine (right) of different conditions are presented.

(K and L) Tet1 deficiency results in 5mC increase and 5hmC decrease at Oct4 R-DMRs in TSKM 2� induction. Time course of relative 5mC/5hmC enrichment at

Oct4 enhancer (K) and promoter (L) is shown.

(M and N) TSKM-mediated reprogramming promotes more efficient CpG demethylation on Oct4 R-DMRs as compared to OSKM 2� induction. CpG deme-

thylation on Oct4 enhancer (M) and promoter (N) in TSKM 2� induction is represented by the time course of 5hmC+5mC content on CGs as indicated.

(O and P) Occupancy of histone markers and relative enrichment of 5mC/5hmC atOct4 enhancer (O) and promoter (P) at induction day 3 in cultures as indicated

in TSKM 2� induction.
(Q) The relative expression level of Oct4 at day 3 in TSKM 2� induction.
The analyses in the TSKM 2� systemwere performed in parallel to those in the OSKM 2� system. Data in (B), (E)–(L), and (O)–(Q) are represented as the mean ± SD

(n = 3). Data in (M) and (N) are represented as the mean ± SEM (n = 10�16). *p < 0.05; **p < 0.01; ***p < 0.001 by ANOVA or Student’s t test for comparison.

See also Figure S4.
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Figure 5. The Transcriptome Transition and DNA Modification Dynamics in the TSKM 2� System
(A) Strategy for molecular analysis of TSKM 2� reprogramming. Microarray, MeDIP-seq, and hMeDIP-seq were used for systemic analysis of molecular events in

the TSKM 2� system from fibroblasts to iPSCs.

(B) Clustering of gene-expression profiles based on transcriptional dynamic during TSKM 2� reprogramming. The genes were clustered into five groups (I–V),

according to the expression correlation using k-means algorithms. Each row is a gene (representative genes are listed in the right panel), and each column

represents a sample with repeats. The gene-expression intensity was scaled across samples (red for high expression and green for low expression).

(C) The unique 5mC and 5hmC dynamics during TSKM 2� reprogramming. Quantification of the total 5mC and 5hmC in each cell sample was performed by LC-

MS/MS analysis and normalized to that in R1 ESCs. Data are represented as the mean ± SD (n = 3). *p < 0.05; **p < 0.01; ***p < 0.001 by ANOVA for comparison to

TSKM 0D.

(legend continued on next page)
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We then performed a microarray analysis using the starting

fibroblasts (TSKM 0D cells), intermediate stage cells (TSKM 3D

cells) and fully reprogrammed iPSCs (TSKM 2-iPSCs; Figure 5A).

As expected, we observed an obvious transcriptional transition

from a somatic to a pluripotent state during TSKM-mediated re-

programming. The gene-expression profiles of TSKM 3D cells

clearly represented an intermediate stage of this transition with

widespread changes (Figure S5D). Importantly, similar transcrip-

tional transitions were observed in OSKM-mediated reprogram-

ming when pre-iPSCs were used as the intermediate-stage cells

(Mikkelsen et al., 2008) (Figure S5D).

Based on the gene-expression dynamics, we clustered the

significantly changed genes into five groups (2,508 genes in

total), representing the major transcriptional events in TSKM-

mediated reprogramming (Figure 5B). A large set of genes (clus-

ters I, II, and III), including many lineage-specific genes, are

repressed in iPSCs. The reported mesenchymal-related genes

(Samavarchi-Tehrani et al., 2010), such as Snail1, Snail2, Zeb1,

Zeb2, and the fibroblast markers Cdh2 and Thy1, were included

(clusters I and II). In contrast, some pluripotency-related genes,

including the key pluripotency factors Oct4, Nanog, Sox2,

Dppa4, and Zfp42, and some reported epithelial genes, such

as Epcam and Cdh1, were reactivated and highly expressed in

TSKM 2-iPSCs (clusters IV and V; Figure 5B).

During epigenetic reprogramming in PGCs, the high expres-

sion of Tet1 and Tet2 and the repression of DNA-methylation-

related genes (Dnmt3a,Dnmt3b,Dnmt3l, andUhrf1) are believed

to account for the 5hmC conversion and passive 5mC depletion

(Hackett et al., 2013; Vincent et al., 2013). Interestingly, we found

that not only Tet1 and Tet2 but also DNA-methylation-related

genes were upregulated during TSKM reprogramming (Figures

5B and S5E). Therefore, a unique mechanism might be em-

ployed to reset an ESC-like DNA modification landscape during

iPSC generation, and this process may further contribute to the

genome-wide epigenetic reprogramming and transcriptional

transition to ensure the attainment of pluripotency.

DNA Modification toward an ESC-like State Is
Characterized by an Increase in 5mC and 5hmC at the
Intermediate Stage
To examine the dynamic changes of 5mC and 5hmC in the TSKM

2� system, we performedmass spectrometry to quantify the total

amount of 5mC and 5hmC modifications during TSKM 2� induc-
tion (Figures 5C and S5F). In TSKM 0D cells, the total amount of

5hmCwas very low (approximately 3% of that in ESCs), whereas

the 5mC content was approximately 20% higher than that in

ESCs. Mass-spectrometry analysis further revealed that 5hmC

showed a consistent increase during TSKM 2� induction (Figure
5C). In contrast, 5mC increased in TSKM cells at days 3 and 5,

and depletion of 5mC appeared to occur much later (Figure 5C).

Immunofluorescent staining of cells from TSKM 0D to TSKM 5D

also indicated that the increase in 5mC and 5hmC could be de-

tected at the same time in cells on day 3 and in clustered cells on

day 5 (Figure S5G).

We then performed MeDIP and hMeDIP sequencing (MeDIP-

seq and hMeDIP-seq) using TSKM 0D and TSKM 3D cells and

TSKM 2-iPSCs (Figure 5A) and used that to generate a DNA

methylation-hydroxymethylation-state map of TSKM-mediated

reprogramming. Consistent with the mass-spectrometry anal-

ysis, we found that the predicted 5mC hot-spot regions first

increased from TSKM 0D to TSKM 3D and decreased in TSKM

2-iPSC (104,011; 165,869; and 61,171, respectively). In addition,

the predicted 5hmC hot-spot regions increased from TSKM 0D

to TSKM 3D and then to TSKM 2-iPSC (42,301; 116,087; and

174,079, respectively; Table S1). We have summarized the rela-

tive enrichment of 5mC and 5hmC modifications at the different

genomic regions. We also noticed that the changes in 5mC and

5hmC did not simply occur over the whole genome but instead

increased at the CpG islands (CGIs) and gene-related regions

(promoters, 50 UTRs, 30 UTRs, and exons; Figure 5D).

We further explored the 5mC and 5hmC changes on transcrip-

tion start site (TSS) regions (2 kb around the TSS) for each indi-

vidual gene. When the genes were ranked according to the

fold changes of 5mC from TSKM 0D to TSKM 3D, a similar

pattern of gradual color change between 5mC and 5hmC sug-

gested that most TSS regions showed an increase in both

5mC and 5hmC during the early stage of reprogramming (from

TSKM 0D to TSKM 3D) (Figure 5E). We observed a general

decrease in 5mC later in the reprogramming process, whereas

the 5hmC enrichment pattern underwent further significant

changes (Figure 5E). Consistent with the increase of 5hmC on

some loci, Tet1, Tet2, and Tet1-activity regulators (Idh1 and

Idh2) were upregulated during the TSKM reprogramming

(Figures S7A and S7B).

The highly coordinated dynamics of 5mC and 5hmC indicated

a genome-wide 5mC-to-5hmC conversion in TSKM-mediated

reprogramming. This type of genome-wide 5hmC conversion

from 5mC could potentially account for the de novo gain of

5hmC early in the reprogramming process and the 5mC deple-

tion at later stages.

The Transcriptional Transition May Be Regulated by the
Dynamic Change of DNA Modification
As a repressive mark, 5mC is believed to have a significant

impact on transcription. We therefore compared the 5mC and

5hmC enrichments on the TSS regions in different gene clusters

to investigate the impact of DNA modification dynamics on tran-

scription during reprogramming. We found that most of the

genes silenced in iPSCs (clusters I, II, and III) are not associated

with significant 5mC increases in TSKM 2-iPSC relative to TSKM

0D (green versus blue lines in Figure S6A). However, we did

observe an increase in 5mC and 5hmC at TSKM 3D (red lines

in Figure S6A). In addition, the genes in cluster I that are strongly

repressed in TSKM 3D cells possess the highest 5mC

(D) The relative enrichment of 5mC (upper panel) and 5hmC (lower panel) in different genomic regions. Promoters are defined as�1 to +0.5 kb regions around the
gene TSS.

(E) The comparison of 5hmCand 5mCmodifications in TSS regions during TSKM2� reprogramming. The reads in the gene TSS region were compared among the

samples; e.g., TSKM 3D versus 0D is the log ratio of 5mC/5hmC reads in TSKM 3D divided by the reads in TSKM 0D. The genes were ordered by the strength of

the log ratio in 5mC-TSKM 3D versus 0D. The color indicates a trend of increased enrichment (red) or decreased enrichment (blue) between the two samples.

See also Figures S5 and S7 and Table S1.
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enrichment and the lowest 5hmC enrichment at the TSS,

whereas the genes in cluster III that have the highest level of

5hmC levels and the lowest 5mC levels expressed highly in

TSKM 3D cells (Figure 6A).

Among the genes activated by reprogramming (clusters IV and

V), demethylation was observed in TSKM 2-iPSC relative to

TSKM 0D (green versus blue lines in Figure S6B). Similarly, the

genes in cluster IV, which were apparently upregulated in

TSKM 3D, contain relatively low 5mC and high 5hmC enrichment

in TSKM 3D cells (Figure 6B).

These results suggest that during TSKM-mediated reprog-

ramming the repressive mark seen at most iPSC-silenced genes

might be established through an increase in 5mC during the

induction process. Moreover, at an intermediate stage of

TSKM reprogramming, the expression status of genes might

be regulated by the DNA modification state around the TSS,

with 5mC acting to silence gene expression and 5hmC having

converse activity.

5hmCConversion Is Important forDNADemethylation of
Both Pluripotency Genes and ESC-Active Regulatory
Regions during Reprogramming
Demethylation of pluripotency genes during reprogramming is

considered to be extremely important for iPSC formation. Our

data indicated that the genes in clusters IV and V undergo deme-

thylation to reach stable transcriptional activity in iPSCs (Fig-

ure S6B). To investigate whether demethylation of key pluripo-

tency genes occurs in a Tet1- and 5hmC-mediated manner

similar to that seen for Oct4, we looked for demethylation-reac-

tivated genes that are significantly upregulated with apparent

demethylation during TSKM-mediated reprogramming and

identified several important pluripotency genes, including

Oct4, Nanog, Gdf3, Zfp42 (Rex1), and Dppa4 (Figures S6C and

S6D).

We further analyzed the expression dynamics of these genes

in TSKM-mediated reprogramming and found that reactivation

of these genes was repressed by Tet1 deficiency and facilitated

by additional Tet1 expression (Figures 6E and S6E). These

dynamics were similar to that seen for Oct4 (Figures 4E and

S4I). We generated 5mC and 5hmC profiles for these genes

calculated at the demethylated loci (Figures 6C and 6D) and

found that the decrease in 5mC was coupled with 5hmC conver-

sion from 5mC, which peaked in either TSKM 3D or TSKM 2-

iPSCs at these loci (Figures 6C and 6D). hMeDIP-qPCR analysis

further revealed that the 5hmC enrichment on these genes in

TSKM 3D cells could be regulated by the Tet1 expression level

(Figure S6F). Therefore, 5hmC conversion from 5mC may be

involved in the demethylation and reactivation of these pluripo-

tency factors during TSKM reprogramming as well. Importantly,

the reactivation of these genes was also affected by the Tet1

expression level in the OSKM 2� system (Figure S6G), which

further suggests that the underlying mechanism for reactivation

of these genes may be shared across different factor-induced

reprogramming systems.

In addition to regulating the expression of pluripotency genes,

epigenetic modification of other regulatory regions may also be

important for establishing pluripotency. We selected two defined

ESC-active regulatory regions: ESC low-methylated regions

(LMRs) and ESC H3K4me3 regions. The LMRs, with an average

methylation of 30%, represent CpG-poor, distal regulatory

regions, as evidenced by location, DNase I hypersensitivity,

and the presence of enhancer marks and enhancer activities

(Stadler et al., 2011). The H3K4me3 modification is usually asso-

ciated with active regulatory regions and can also be used to

predict active promoters (Heintzman et al., 2007). Consistent

with previous studies (Stadler et al., 2011; Yu et al., 2012), these

regions appeared to have relatively low levels of 5mCenrichment

and higher 5hmC levels than neighboring regions in ESCs (Fig-

ure S6H). The average profile of 5mC and 5hmC showed that

ESC-defined LMRs and H3K4me3 regions were highly enriched

for 5mC in TSKM 0D cells, whereas the 5hmC level was low (Fig-

ure 6F). During TSKM-mediated reprogramming, the 5mC and

5hmC distributions were driven to an ESC-like state via both de-

methylation and relative 5hmC enrichment at the center of these

regions. The accompanying increase in 5mC and 5hmC was

observed in these centers from TSKM0D to TSKM3D, and local-

ization-related DNA demethylation was observed from TSKM 3D

to TSKM 2-iPSCs (Figure 6F). Overall, the data suggest that at

these ESC-active regulatory regions, 5hmC converted from

5mCmight be important for achieving demethylation and obtain-

ing an ESC-like DNAmodification state in iPSCs through TSKM-

mediated reprogramming.

DISCUSSION

In this study, we explored the role of Tet1 and the 5hmC modifi-

cation in iPSC generation. We demonstrated that Tet1 facilitated

conventional iPSC induction. In the OSKM induction system,

Tet1 promoted Oct4 demethylation and reactivation through

5hmC conversion at the Oct4 R-DMRs. Moreover, we discov-

ered that Tet1 could replace Oct4 to initiate somatic cell reprog-

ramming and generate fully pluripotent iPSCs in conjunction with

SKM. Based on that, we established a rapid and efficient TSKM

2� reprogramming system. We showed that the demethylation

and reactivation of endogenousOct4 is Tet1- and 5hmC-depen-

dent in the TSKM reprogramming system. Using mass spec-

trometry and hMeDIP-seq analysis, we generated a unique state

map of 5mC and 5hmC in TSKM-mediated reprogramming,

which is characterized by an increase in both 5mC and 5hmC

at an intermediate stage. Genome-wide analysis of transcrip-

tome and DNA modifications revealed that both DNA methyla-

tion and hydroxymethylation play important roles in transcrip-

tome resetting during reprogramming. Moreover, the

conversion of 5mC to 5hmCmay be important for DNA demethy-

lation of both pluripotency genes and ESC-active regulatory

regions in TSKM-mediated reprogramming.

One major contribution of the present study is that we

successfully established a TSKM 2� reprogramming system

and used it to identify an intermediate reprogramming stage

(TSKM 3D) with relatively homogeneous cells, a clear-cut tran-

scriptional transition, and an apparent 5hmC increase, which

we then used to dissect molecular events in reprogramming at

transcriptional and epigenetic levels. We generated state maps

of transcriptome and DNA methylation and hydroxymethylation;

these maps revealed a two-phase dynamic process during

TSKM-mediated reprogramming (Figure 7A). Phase I (TSKM

0D to TSKM 3D) mainly involved disruption of the somatic epige-

netic landscape. During this phase, an increase in both 5mC and
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Figure 6. Reactivation of Pluripotency Genes and ESC-Active Regulatory Regions in TSKM 2� Reprogramming
(A and B) Transcriptional dynamics are related to the DNA modification state at the intermediate stage of TSKM 2� reprogramming. The average expression

intensity for the genes in each cluster (Figure 5B) was displayed, and the average normalized 5mC and 5hmC reads in the gene TSS region were calculated,

respectively. The counts’ distributions were plotted (the box drawn by the ‘‘boxplot’’ command in R statistical language indicated the center quartiles of counts)

for genes silenced in iPSCs (A) and for the genes reactivated in iPSCs (B).

(C and D) 5hmC peaks at the demethylation loci on indicated pluripotent genes at either intermediate or final stage in TSKM 2� induction. The pluripotency genes
were demethylation-reactivated genes, as identified in Figure S6C. The demethylation loci are marked (C). Normalized 5mC (upper panels) and 5hmC (lower

panels) counts on these loci are summarized (D).

(E) Tet1 deficiency represses the reactivation of indicated pluripotent genes. Data are represented as the mean ± SD (n = 3). *p < 0.05; **p < 0.01; ***p < 0.001 by

Student’s t test.

(F) The profiles of 5mC and 5hmC modifications in ESC-LMRs (left panels), ESC-H3K4me3 (middle panels), and ESC-H3K27me3 (right panels, represented as

control) in TSKM 2� induction. The histone-modification-enriched regions are from the unpublished data set, which will be submitted soon (G. Chang and S.G.,

unpublished data). The identification of LMRs was from published data (Stadler et al., 2011).

See also Figure S6.
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5hmC can be observed, which may be related to Tet-mediated

5hmC conversion. Moreover, the correlation between 5mC,

5hmC, and the transcriptional state at this stage suggests that

genome-wide DNA methylation and hydroxymethylation

dynamics may contribute to the transcriptional transition in

TSKM-mediated reprogramming (Figures 5B, 5E, 6A, and

S6A). Phase II (TSKM 3D to TSKM 2-iPSC) is characterized by

the re-establishment of an ESC-like epigenetic landscape. In

this phase, widespread DNA demethylation, especially at the

pluripotency genes and ESC-active regulatory regions, is

accompanied by enrichment of 5hmC, which peaks at either

the intermediate or at the final stage of reprogramming depend-

ing on the particular location (Figures 6C, 6D, 6F, S6B, and S6C).

Our analysis therefore complements other recent studies looking

Figure 7. A Schematic Model of TSKM-Mediated Reprogramming and Quantification of 5mC and 5hmC in iPSCs

(A) The transcriptional transition and cell morphological changes are coupled with the DNA modification dynamics in TSKM 2� reprogramming.

(B and C) Quantification of genomic 5mC and 5hmC in indicated iPSCs. LC-MS/MS analysis of 5mC (B) and 5hmC (C) were performed with genomic DNA

extracted fromR1 ESCs, TSKM iPSCs, OSKM iPSCs, and 4F-Tet1kd-a# and -b# iPSCs. The valueswere normalized and compared to those in R1 ESCs. Data are

shown as the mean ± SD (n = 3). *p < 0.05, **p < 0.01, ***p < 0.001 by ANOVA for comparison to TSKM 0D.

See also Figure S7.
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at the different stages that occur during the reprogramming

process (Buganim et al., 2012; Golipour et al., 2012; Hansson

et al., 2012; Polo et al., 2012) by focusing on the epigenetic reor-

ganization events involved.

As reported previously, DNA demethylation involving 5hmC

conversion plays important roles in epigenetic reprogramming

in zygotes and PGC specification (Gu et al., 2011; Hackett et al.,

2013; Inoue and Zhang, 2011; Iqbal et al., 2011). The dynamic

changes of 5mC and 5hmC during somatic cell reprogramming

appear distinct from those observed in zygotes and PGCs.

We noticed that expression of the enzymes responsible for de

novo andmaintenance DNAmethylation was upregulated during

iPSC induction (Figures 5B and S5E), and these enzymes could

in principle hinder 5mC depletion during the later stage of re-

programming (from TSKM 5D to TSKM 2-iPSC). However, the

simultaneous upregulation of active demethylase candidates

(Apobec 2, Apobec 3, Tdg, Parp1, and Mbd4) during TSKM re-

programming (Figure S7B) suggests that active demethylation

through 5hmC might function during later stages of iPSC induc-

tion. Therefore, a unique mechanism might be employed in

TSKM iPSC generation to ensure that an ESC-like DNA methyl-

ation and hydroxylation state could be re-established rather than

genome-wide erasure of both 5mC and 5hmC.

As an important epigenetic mark in iPSCs, 5hmC should be

acquired and reset to an ESC-like state. A very recent report

also proposed the important role of 5hmC in establishment of

pluritotency (Costa et al., 2013). Therefore, the establishment

of 5hmC distribution might be conserved in factor-induced

somatic cell reprogramming. We demonstrate that the increase

of 5hmC also occurred in the OSKM2� system, albeit with some-

what different timing (Figure S7C).

However, we then noted that TSKM iPSCs contain compa-

rable levels of 5mC and 5hmC to those in normal ESCs, whereas

OSKM iPSCs and the 4F-Tet1kd iPSCs have less 5hmC and

more 5mC (Figures 7B and 7C). Aberrant DNA methylation is

observed widely in multiple cancers (Dawson and Kouzarides,

2012), and the loss of Tet1 and 5hmC may correlate with many

types of cancers, and 5hmC loss has been recently identified

as an epigenetic hallmark of melanoma (Ko et al., 2010; Kudo

et al., 2012; Lian et al., 2012; Yang et al., 2013). The ESC-like

levels of 5mC and 5hmC in TSKM iPSCs relative to OSKM iPSCs

might partially account for the low tumor incidence observed in

TSKM mice (Figure S3K). It will be important to investigate

whether the 5hmC content is related to the risk of tumorigenesis

of iPSCs, as this is a key issue for future clinical applications.

In summary, our study provides direct evidence that the DNA

hydroxylase Tet1 promotes reprogramming to pluripotency

and can in fact replace exogenous Oct4 in this process. The

TSKM 2� reprogramming system that we have established will

be a valuable tool for further investigation of the mechanisms

of epigenetic remodeling involved in somatic cell reprogramming

and for developing a systematic understanding of the events

that occur in this exciting process.

EXPERIMENTAL PROCEDURES

Tet1 Lentiviral Vector Construction and TSKM iPSC Derivation

Full-length mouse Tet1 (GU079948) was cloned from R1 ESCs and inserted

into the FUW-TET-On vector. Inducible TSKM iPSCs were generated as previ-

ously described (Brambrink et al., 2008; Stadtfeld et al., 2008). ESC-like colo-

nies appeared 3 to 5 weeks after induction. The colonies were selected and

propagated after Dox withdrawal.

ChIP

The cells used for the ChIP assay were collected from the same dish or

a parallel dish for FACS, qPCR, hMedIP-qPCR, and bisulfate analysis. ChIP

was performed with the MAGnify kit (Invitrogen) and the following antibodies:

anti-Tet1 (Xu et al., 2011), anti-Tet2 (Santa Cruz Biotechnology), anti-Tet3

(Santa Cruz Biotechnology), anti-dimethyl K4 of H3 (Millipore), anti-trimethyl

K4 of H3 (Abcam), anti-trimethyl K27 of H3 (Millipore), and normal rabbit immu-

noglobulin G (MAGnify, Invitrogen).

hMeDIP-Seq

Genomic DNA was prepared using the QIAGEN DNeasy Blood & Tissue Kit or

QIAGEN AllPrep DNA/RNAMini Kit (treatedwith ribonuclease A). hMeDIP- and

MeDIP-seq were performed as previously described (Ficz et al., 2011) using

anti-5hmC (Active Motif) and anti-5mC (Calbiochem), respectively. Genomic

DNA treated with BfaI digestion was further analyzed via qPCR with the de-

signed primers (Table S2). Sonicated genomic DNA (treated with NEBNext

Master Mix) was used for hMeDIP-seq.

Liquid Chromatography-Mass Spectrometry

Cells undergoing reprogramming from day 0 to day 5 in the TSKM 2� system,

R1 ESCs, and iPSCs from different induction systems were used for the 5mC

and 5hmC quantity analysis. Liquid chromatography-tandemmass spectrom-

etry (LC-MS/MS) analysis was performed for analyzing the quantity of 5mC

and 5hmC in the genomic DNA of different cell samples, as detailed in the

Supplemental Experimental Procedures.

Microarray Analysis

Total RNA was extracted using Trizol reagent (Invitrogen) from starting fibro-

blasts, intermediate-stage reprogrammed cells, and the fully reprogrammed

iPSCs in three separate experiments. Analysis with the Mouse Gene 1.0 ST

array (Affymetrix) was performed at CapitalBio in Beijing.

Mice

All of our study procedures were consistent with the National Institute of

Biological Sciences guide for the care and use of laboratory animals.

Statistics

The Holm-Sidak test (for ANOVA) or Student’s t test was performed using

SigmaStat 3.5 software for statistics comparison.

ACCESSION NUMBERS

The microarray data sets and MeDIP and hMeDIP deep-sequencing data

sets have been deposited in NCBI’s Gene Expression Omnibus (GEO) under

accession number GSE39639.
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Supplemental Information includes seven figures, two tables, and Supple-

mental Experimental Procedures and can be found with this article online at
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SUMMARY

The chromatin state of pluripotency genes has been
studied extensively in embryonic stem cells (ESCs)
and differentiated cells, but their potential interac-
tions with other parts of the genome remain largely
unexplored. Here, we identified a genome-wide, plu-
ripotency-specific interaction network around the
Nanog promoter by adapting circular chromosome
conformation capture sequencing. This network
was rearranged during differentiation and restored
in induced pluripotent stem cells. A large fraction of
Nanog-interacting loci were bound by Mediator or
cohesin in pluripotent cells. Depletion of these pro-
teins from ESCs resulted in a disruption of contacts
and the acquisition of a differentiation-specific inter-
action pattern prior to obvious transcriptional and
phenotypic changes. Similarly, the establishment of
Nanog interactions during reprogramming often
preceded transcriptional upregulation of associated
genes, suggesting a causative link. Our results docu-
ment a complex, pluripotency-specific chromatin
‘‘interactome’’ for Nanog and suggest a functional
role for long-range genomic interactions in the main-
tenance and induction of pluripotency.

INTRODUCTION

Three-dimensional (3D) chromatin architecture is important for

many biological processes including transcriptional regulation.

For example, looping between promoter and enhancer or insu-

lator elements controls the transcriptional activation or repres-

sion of genes, respectively (Engel and Tanimoto, 2000; Ling

et al., 2006; Zhao et al., 2006). Although long-range chromatin

interactions have been observed mostly in cis along the same

chromosome (Schoenfelder et al., 2010), they can also occur in

trans between different chromosomes. Interactions in trans are

associated with coregulation of imprinted genes (Zhao et al.,

2006) or genes associated with erythropoiesis (Schoenfelder

et al., 2010), with stochastic selection for monoallelic activation

of the IFN-b locus (Apostolou and Thanos, 2008) and olfactory

genes (Clowney et al., 2012; Lomvardas et al., 2006), and with

activation-induced cytidine deaminase-mediated translocations

(Klein et al., 2011; Rocha et al., 2012). Although the organization

of chromosomes into defined territories was reported three

decades ago (Schardin et al., 1985), the molecular principles of

global chromatin architecture have only recently been explored

with high-throughput technologies such as the Hi-C method

(Dixon et al., 2012; Duan et al., 2010; Lieberman-Aiden et al.,

2009; Sexton et al., 2012; Zhang et al., 2012).

Chromatin organization also plays a role in the control of

pluripotency and cellular differentiation. For instance, pluripo-

tency-associated genes such as Sox2, Nanog, and Klf4 relocate

from the nuclear center to the nuclear periphery upon differenti-

ation ofmouse embryonic stem cells (ESCs) (Peric-Hupkes et al.,

2010). Moreover, the loss of promoter-enhancer interactions at

key pluripotency genes, including Nanog and Oct4, during ESC

differentiation has been associated with silencing of these genes

(Kagey et al., 2010; Levasseur et al., 2008). Proteins involved in

chromatin looping, including CTCF, cohesin, and Mediator, co-

occupy many genomic targets of pluripotency factors (Kagey

et al., 2010; Nitzsche et al., 2011) or directly interact with them
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(Donohoe et al., 2009; Tutter et al., 2009). Thesemoleculesmight

therefore cooperate to arrange a higher-order chromatin struc-

ture that maintains pluripotency. Indeed, depletion of Mediator

and cohesin subunits from ESCs results in unscheduled differen-

tiation (Kagey et al., 2010). A more recent study using the Hi-C

technology in mouse and human ESCs and differentiated cells

identified a network of local chromatin-interaction domains, so-

called topological domains, with conserved boundaries among

different species and cell types (Dixon et al., 2012). Although

that report documented important general principles of chro-

matin organization in pluripotent and differentiated cells, a

high-resolutionmapof genome-wide interactions of pluripotency

genes in ESCs is lacking. It also remains unclearwhichmolecules

might be involved in establishing such putative connections, and

whether and how these patterns change upon differentiation.

Forced expression of the transcription factors Oct4, Sox2,

Klf4, and c-Myc is sufficient for endowing somatic cells with

pluripotency, giving rise to induced pluripotent stem cells

(iPSCs) (Takahashi and Yamanaka, 2006). In-depth molecular

analysis of reprogramming intermediates has been achieved

only recently with improved technologies for studying rare and

defined cell populations (Buganim et al., 2012; Golipour et al.,

2012; Polo et al., 2012; Soufi et al., 2012). In addition, molecular

characterization of stable partially reprogrammed iPSC (piPSC)

lines sheds light on the earliest events in cellular reprogramming

(Mikkelsen et al., 2008; Sridharan et al., 2009). Although these

studies reported the reestablishment of an ESC-like transcrip-

tional and epigenetic state, it remains unclear whether, when,

and how the 3D chromatin structure is reset during cellular

reprogramming into iPSCs.

In this study, we have investigated the genome-wide interac-

tion network of the Nanog gene, which is indispensable for

development as well as for the derivation of ESCs (Mitsui et al.,

2003; Chambers et al., 2003) and iPSCs (Silva et al., 2009). We

developed a modified version of circular chromosome con-

formation capture sequencing (m4C-seq) to determine the

genome-wide interaction partners of the Nanog locus in ESCs,

iPSCs, and mouse embryonic fibroblasts (MEFs) at high resolu-

tion. Our study provides the first detailed chromatin-interaction

map of a key pluripotency locus on a genomic scale and offers

mechanistic insights into the regulation of chromatin architecture

during the acquisition and maintenance of pluripotency.

RESULTS

The Nanog Locus Engages in Distinct Genome-wide
Interactions in Pluripotent and Differentiated Cells
We developed a modified version of 4C-seq for unbiased

genome-wide capture of Nanog’s interactions in pluripotent

and differentiated cells (Figure 1A; see Experimental Proce-

dures). In brief, 4C technology is based on the proximity-ligation

principle, in which unknown chromatin loci that interact with a

known ‘‘bait’’ locus (e.g., Nanog) are ligated into chimeric DNA

molecules and then identified by deep sequencing (Dekker

et al., 2002). m4C-seq involves ligation of universal adapters to

the linearized hybrid molecules, followed by ligation-mediated

PCR with an adaptor-specific oligonucleotide and a biotinylated

primer recognizing the Nanog locus. This allows specific enrich-

ment and purification of the Nanog-interacting regions using

streptavidin beads and avoids the less-efficient recircularization

and inverse-PCR steps of published 4C methods.

To increase confidence in observed interactions, we used bio-

logical replicates, applied multiple filtering and normalization

steps, andadjusted for random ligation events andpossible tech-

nical biases based on a control sample (noncrosslinked genomic

DNA; see Experimental Procedures). Technical replicates gener-

ated by independent ligation, amplification, and sequencing

showed a high level of concordance (Spearman’s rank correla-

tion coefficient z 0.9) (Figure S1A available online). We then

analyzed three independent biological replicates for ESC lines

(R1, V6.5, and KH2-ESC1), MEFs, and fibroblast-derived iPSC

clones previously shown to give rise to entirely iPSC-derived

mice, thus satisfying the most stringent criteria of pluripotency

(Stadtfeld et al., 2010a). The biological replicates of pluripotent

cells showed higher variability than the technical replicates,

as expected, but nevertheless exhibited high correlation

(Spearman’s coefficient z 0.7) (Figures S1A–S1D). However,

MEF replicates showed notably lower correlation (Spearman’s

coefficientz 0.3), suggesting that Nanog may have less-stable

interactions in MEFs, perhaps because the gene is not active.

Unsupervised clustering (Figure 1B) highlighted similarities

between ESCs and iPSCs, which clustered separately from

MEFs. Consistent with this observation, we found extensive

overlap (�70%) among the conserved Nanog interactions in

ESCs and iPSCs (Table S1), but much less overlap between

these pluripotent samples and MEFs (<10% of pluripotent

interactions) (Figure 1C). The higher variability in MEF samples

resulted in a smaller set of conserved interactions among repli-

cates (Figures 1C and S1C; Table S1). These results show dis-

tinct Nanog interactomes in differentiated and pluripotent cells.

Given that Nanog is located in a gene-rich genomic region

containing other pluripotency loci, we first examined a 200 kb

window around its promoter. We detected several interaction

partners, including the Nanog enhancer, Aicda, Apobec1, and

Scl2a3 genes (Figure S1E). We obtained reads for 11 out of 12

loci that have previously been tested in ESCs by chromosome

conformation capture (3C) (Levasseur et al., 2008). We also iden-

tified broad interaction domains in distal regions on chromo-

some 6, visualized in the form of a ‘‘domainogram’’ (Figure S2A)

(Bantignies et al., 2011). Randomly selected interactions within

the broad domains were verified by 3D DNA fluorescence

in situ hybridization (FISH) (Figures 1D, 1E, and S2B) and by

3C analysis among single HindIII fragments using independent

cell preparations (Figure S2D). FISH results were independently

confirmed for a subset of nuclei (�250 nuclei for three probes in
total) at a higher resolution, which allowed for more accurate

measurement of colocalized signals (<250 nm, Figure S2C).

Broad interaction domains with differential strengths in ESCs

and MEFs are shown in Figure 1F. MEF-derived iPSCs and

ESCs showed similar differential domainogram patterns when

compared to MEFs, suggesting that reprogramming restored

the ESC-specific 3D structure along chromosome 6. Further-

more, cis interaction patterns observed in published Hi-C data

for ESCs (Dixon et al., 2012) exhibited a higher correlation to

those we detected in ESCs and iPSCs than to those in MEFs

(Figure S2E). Together, these data document that Nanog forms

a pluripotency-specific interactome with multiple genomic re-

gions along its entire chromosome in both ESCs and iPSCs.
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Figure 1. Genome-wide Interactions of the Nanog Locus in Differentiated and Pluripotent Cells

(A) Schematic representation of m4C-seq. LM-PCR, ligation-mediated PCR; Strep-beads, streptavidin-conjugated beads; H, HindIII site; N, NlaIII site.

(B) Unsupervised clustering and correlation matrix of pluripotent and differentiated cells (three ESCs, three iPSCs, and three MEFs). Normalized (observed over

expected) m4C-seq signals at individual HindIII fragments are clustered, with Spearman’s correlation (color gradient) and average linkage shown. Fragments

detected in at least three out of nine samples are used.

(C) Venn diagram showing the degree of overlap among the Nanog-interacting HindIII fragments common within each group: ESCs, iPSCs, and MEFs.

(D) Theupperpanels showdetails of domainogramanalysis for broad intrachromosomal interactiondomains (Cntnap2,Anxa4, andan intergenic region) in individual

samples. Regions around broad interaction domains are shown for a representative ESC sample (ESC1 cell line). The centers of interacting domains are marked

in red at the bottom (p value < 0.0001). The dashed horizontal white line indicates the maximum-window-size cutoff. The bottom panels show representative 3D

DNA FISH in ESCs confirming the interaction of Nanog (green fluorescein isothiocyanate [FITC] signals) with each of those domains (magenta Alexa 568 signals).

(E) Boxplot for distances between theNanog locus and the tested domains (n = number of measured nuclei). Intrachromosomal regions between the positive hits

and the bait position were used as negative controls (neg_A and neg_B). p values for the Wilcoxon signed-rank test are reported (see also Figure S2C). Whiskers

extend to the most extreme values within 1.5 times the interquartile range from the upper or lower quartile.

(F) Differential interactions over large domains (domainogram) for ESCs versusMEFs (upper panel) and iPSCs versusMEFs (bottom panel) on chromosome 6. The

green arrow indicates the Nanog position. Top: interacting domains upregulated in MEFs (magenta); bottom: interacting domains upregulated in ESCs or iPSCs,

respectively (green). In the central part, magenta and green marks indicate the regions significantly upregulated (p value < 0.001) in MEFs and ESCs or iPSCs,

respectively. The dashed horizontal white line indicates the maximum-window-size cutoff. All replicates for each cell type are taken into account for computing

the score for differential interactions.

See also Figures S1 and S2 and Tables S1 and S6.
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Nanog Participates in Pluripotency-Specific
Interchromosomal Associations
Many of the detected contacts were found to be trans interac-

tions of Nanog with other chromosomes (Figure 2A and Table

S1). Although previous studies using conventional 4C-seq proto-

cols did not detect such a high number of trans associations

(Simonis et al., 2006, 2009), our results are consistent with a

similar 4C adaption termed ‘‘enhanced 4C’’ (e4C) (Schoenfelder

et al., 2010). We believe that m4C-seq and e4C approaches

using universal adapters and streptavidin-based purification

and enrichment of the bait locus enable greater sensitivity. The

high number of observed interchromosomal interactions is

further supported by the tendency of the Nanog locus to localize

on the edge or outside of its chromosome territory (Figure S2F).

Moreover, reanalysis of recently published Hi-C data from

mouse ESCs (Dixon et al., 2012) showed that over 60% of

Nanog’s trans interactions overlapped significantly with our

m4C-seq interactions in ESCs and iPSCs, but not with those in

MEFs (Figure S2G). Selected interacting regions in ESCs, local-

ized on three different chromosomes, were tested by 3D DNA

FISH in ESCs, and they showed closer proximity to the Nanog

locus compared with noninteracting regions on the respective

chromosomes (Figure 2B).

The distribution of broad differential intra- and interchromo-

somal interaction domains in pluripotent (ESCs) versus dif-

ferentiated (MEFs) cells is visualized in Figure 2A. In addition,

A B

C D

Figure 2. Detection and Validation of Interchromosomal Associations of the Nanog Locus in Pluripotent and Differentiated Cells

(A) Circos plot for differential interchromosomal interactions in ESCs (green) compared to MEFs (orange) as detected from broad domain analysis using

domainograms (Figure 1F) in each chromosome.

(B) Three interchromosomal Nanog-interacting domains confirmed by 3D DNA FISH in ESCs. The domainograms refer to the ESC1 line and are representative of

other ESCs. Representative 3D DNA FISH images show theNanog alleles (green FITC signals) interacting with each of those domains (left) or their corresponding

negative controls (right) (magenta Alexa 568 signals). The boxplots report 3D DNA FISH results (n = number of nuclei; p =Wilcoxon test p value) (whiskers are as in

Figure 1E). Negative controls were selected in regions within 2 Mb of the targets.

(C) 3C PCR confirmation of selected differential interchromosomal interactions of theNanog locus in ESCs and iPSCs versusMEFs. For each primer pair, the PCR

signal was calculated relative to the corresponding signal in ESCs (‘‘Relative 3C Interaction’’) after normalization with the PCR signal of primers designed at the

bait locus (see Table S6). Error bars indicate SD (n = 3 technical replicates). All 3C PCR products were isolated and analyzed by Sanger sequencing.

(D) Domainogram details for differential interactions around XPC and Ugg2t, which were found to interact with Nanog preferentially in ESCs. Top (magenta) and

bottom panels (green) refer to interaction enrichment in MEFs and pluripotent cells, respectively. 3D DNA FISH results for the two regions are shown in the

boxplot, similarly to (B) (whiskers are as in Figure 1E).

See also Figure S2 and Tables S2 and S6.
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differential interactions selected at the single-fragment level

are reported in Table S2 and shown in Figure S1B. We con-

firmed several of the differential interactions between MEFs

and ESCs, either by 3C (Figure 2C) or 3D DNA FISH analysis

(Figure 2D) using independent cell preparations. Collectively,

these results show that Nanog forms a complex genomic

interaction network with multiple chromosomes that differs

between pluripotent and differentiated cells and is restored in

iPSCs.

Nanog-Interacting Loci Are Enriched for Open
Chromatin Features as well as Binding Sites for
Pluripotency Factors, Cohesin, and Mediator
To determine whether Nanog-interacting loci share common

genomic features, we compared our results with published

data (Table S3). We first noticed consistent enrichment for

gene bodies and surrounding regulatory regions among

interactions in ESCs, iPSCs, and MEFs (Figure 3A), as well as

for early-replicating domains, which typically exhibit an open
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Figure 3. Nanog-Interacting Regions Are Enriched for Open Chromatin Features and Pluripotency-Factor Binding in Pluripotent Cells

(A) Distribution of the Nanog-interacting loci detected at single-fragment level in each sample. Log ratios of observed over expected fragments in different

genomic regions show a consistent overrepresentation of interactions in genes and surrounding regions (20 kb upstream or downstream).

(B) Association of theNanog-interacting regions with replication timing (RT). Genomic segmentswere divided into five groups (from early to late) based on their RT

data in each cell type (Hiratani et al., 2010). The median association of interacting fragments (observed over expected log ratio) across biological replicates is

plotted as a heatmap.

(C) Association of conserved Nanog interactions within each cell type (ESCs, iPSCs, or MEFs) with active or repressive chromatin features. Conserved Nanog

interactions were identified by gene-level analysis; ChIP peaks in ESCs were linked to genes when overlapping with a �5 kb-to-+1 kb window at transcriptional

start sites. The barplots show the significance of association between Nanog-interacting genes and genes enriched for a given mark, tested independently for

each cell type. The number and the percentage of interacting genes with a given chromatin mark are reported for each bar.

(D and E) Similar analyses of association to genes bound by pluripotency transcription factors in ESCs (D) and genes bound by components of cohesin and

Mediator complexes and CTCF in ESCs (E) are shown.

See also Figure S3 and Table S3.
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chromatin structure (Figure 3B). The latter correlation is consis-

tent with the fact that Nanog replicates early in both cell types

despite its transcriptional silencing in MEFs (Hiratani et al.,

2008, 2010).

We next examined chromatin features of pluripotent cells

including histone marks (Table S3) and DNase I hypersensitivity

among Nanog-interacting genes using data from the Encyclo-

pedia of DNA Elements project (ENCODE Project Consortium,

2011). Nanog-interacting genes in pluripotent cells were

enriched for the activating histone marks H3K4me3 and

H3K4me2 and enhancer marks (H3K27ac, H3K4me1, and

p300), as well as for DNase I-hypersensitive sites characterizing

open chromatin areas (Figures 3C and S3A). A weak correlation

was also detected for the repressive H3K27me3 mark and

for bivalent promoters (p value < 0.05 in ESCs and iPSCs).

However, we were unable to detect significant and consistent

enrichment for binding sites of the Polycomb complex, which

deposits H3K27me3 (Figures 3C and S3A). Thus, Nanog

interacts mostly with active genes and regulatory elements in

pluripotent cells.

To gain mechanistic insights into how the identified interac-

tions are established, we searched for enrichment of pluripo-

tency transcription factor binding sites among the Nanog-

interacting loci using published chromatin immunoprecipitation

sequencing (ChIP-seq) data sets (Table S3). Indeed, target sites

for Esrrb, Klf4, c-Myc, and Sox2 were among the most consis-

tently and significantly enriched sequences, whereas enrich-

ment of Nanog and Oct4 targets varied across data sets (Figures

3D and S3B). We also found a pluripotency-specific association

with binding of additional factors of the pluripotency network

(Chen et al., 2008), including Tcf3, Tcfcp2l1, Nr5a2, and Zfx (Fig-

ures 3D and S3B). Together, these data show that genes inter-

acting with Nanog in ESCs and iPSCs are strongly enriched for

binding of essential pluripotency factors. It remains to be tested

whether this result reflects that coregulated genes are spatially

connected or that some of these factors are actively involved

in chromatin looping.

We also examined occupancy of cohesin,Mediator, andCTCF

molecules, proteins reported tomediate long-range interactions,

among the ESC-specific contacts (Table S3). We found a sig-

nificant association of Nanog interactions in pluripotent cells

with binding of the Mediator (Med1 and Med12) and cohesin

(Smc1a, Nipbl, and Smc3) complexes and a less-consistent

correlation with CTCF binding depending on the data set (Fig-

ures 3E and S3C). Collectively, these results suggest that key

pluripotency transcription factors might collaborate with mole-

cules known to mediate promoter-enhancer looping and general

chromatin organization to establish the observed pluripotency-

specific Nanog interactome.

Nanog Interactions Are Dependent on Mediator and
Cohesin Subunits in ESCs
Wenext asked howmany of those regionswere indeed bound by

the Mediator and cohesin complexes in ESCs. To this end, we

performed ‘‘4C-ChIP-seq’’ (Figure 4A), wherein ChIP for the

Med1 and Smc1 proteins was carried out before sequencing

of the Nanog-centered m4C libraries (Figure S4A and Experi-

mental Procedures). Loci bound by Med1, Smc1, or both

accounted for about 40% of all ESC-specific interactions (Fig-

ure 4B; Table S4). These data reinforce the results of our associ-

ation analysis with published data and show that a large portion

of the ESC-specific Nanog interactions involve the Mediator and

cohesin complexes.

To test whetherNanog interactions require the Mediator or the

cohesin complex, we performed m4C-seq in ESCs transduced

with lentiviral vectors expressing short hairpin RNAs (shRNAs)

against Smc1a or Med1 (Figures 4A and S4B; Table S6). Chro-

matin was isolated 5 days after viral transduction, when protein

levels were substantially reduced (Figure S4B) but before the

onset of differentiation, as assessed by their undifferentiated

morphology (Figure S4C) and the ESC-like messenger RNA

(mRNA) and protein levels of several pluripotency factors (Fig-

ures 4C, S4D, and S4E). Importantly, Nanog’s promoter-

enhancer interaction was already disrupted at day 5 of Med1

or Smc1a knockdown (KD) (Figure 4D), although Nanog tran-

scription was still detectable by RT-PCR (Figure 4C) and by the

presence of Pol II phospho-Ser2 on the Nanog promoter (Fig-

ure S4F). Med1- and Smc1a-mediated Nanog interactions

were severely reduced or completely abrogated in the day 5

KD 4C-seq samples (Figure 4E). Loss of chromatin contacts

was confirmed by DNA FISH for one of the interacting candidate

loci (Figure 4F). RNA sequencing (RNA-seq) analysis of Med1

and Smc1a KD ESCs confirmed downregulation of pluripo-

tency-related genes and upregulation of differentiation-related

genes by day 8, whereas these changes were less evident on

day 5 (Figure S4G). The altered transcriptional profiles of our

KD cells at day 8 resembled those of previously published

ESCs infected with shRNAs against Med12 (another Mediator

subunit) or Smc1a (Kagey et al., 2010) (Figure S4H). The faster

kinetics of differentiation upon Med12 and Smc1a KD reported

in that study probably resulted from a more efficient depletion

with a different vector system. Remarkably, the m4C-seq pro-

files of KD ESCs indicated that the majority of the ESC-specific

interactions were lost (Figures 4H and S4I), whereas many of

the MEF-specific interactions were established, presumably in

a Med1- or Smc1a-independent manner (Figures 4G and 4H).

Thus, Smc1a and Med1 depletion led to rearrangement of chro-

matin from a pluripotent- to a differentiation-specific state, even

though cells still showed phenotypic and transcriptional features

of the pluripotent state.

The Nanog Interactome Undergoes Dramatic Changes
during Somatic Cell Reprogramming
Given that iPSCs have reset the Nanog interactome from a

somatic to a pluripotent state, we assessed when chromatin

rearrangements occur during reprogramming and how these

relate to gene-expression changes. Specifically, we compared

the kinetics of chromatin looping with gene expression using

piPSC lines and sorted SSEA1+ intermediates at different stages

of reprogramming (Figure 5A). Importantly, both piPSCs and

SSEA1+ intermediates have exited the somatic state and are

poised to form iPSCs under different conditions, consistent

with previous observations (Figures S5A and S5B) (Sridharan

et al., 2009; Stadtfeld et al., 2008). In further agreement with

those previous reports, we found that Nanog is not yet ex-

pressed in piPSCs, whereas it is gradually upregulated during

mid-to-late stages of reprogramming (Figure 5B). Surprisingly,

3C analysis revealed that looping between the Nanog enhancer
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and promoter was established in both piPSC and in SSEA1+

intermediates before detectable transcriptional activation of

Nanog (Figure 5C). We extended this analysis by performing

3C analysis in piPSCs forOct4,Phc1 and Lefty1,which form pro-

moter-enhancer loops in ESCs (Figure S5C) (Kagey et al., 2010).

Whereas Phc1 already exhibited looping and expression in

piPSCs, Oct4 had neither initiated looping nor activated ex-

pression. In contrast, Lefty1 had initiated looping, but not yet

expression, akin to the Nanog locus. These results support the

conclusion that the looping at the examined pluripotency-asso-

ciated genes precedes, but is not sufficient for, transcriptional

activation in the context of cellular reprogramming.

On a genome-wide scale, m4C-seq analysis of piPSCs and

SSEA1+ intermediates showed that both cell populations had

lost a large fraction of the MEF-specific interactions and had

gained a small number of ESC-specific interactions (Figures

5D, S5D, and S5E). Unexpectedly, we also observed a number

of reprogramming-specific interactions detectable neither in

MEFs nor in iPSCs (Table S5). Transient interactions were vari-

able among SSEA1+ samples from independent reprogramming

A B C D

E F G H

Figure 4. Mediator and Cohesin Coordinate Nanog’s Genomic Interactions in Pluripotent Cells

(A) Two-pronged strategy for testing the role of candidate proteins in the Nanog interactome in ESCs.

(B) Venn diagram depicting the overlap of Nanog-interacting HindIII fragments detected by m4C-ChIP-seq for either Med1 or Smc1a compared to m4C-seq in

ESC line ESC1.

(C) RT-PCR analysis for pluripotency genesNanog andPou5f1 in ESCs treatedwith shRNAs againstMed1 orSmc1 for 5 (d5) or 8 days (d8). Error bars indicate SD

(n = 3 technical replicates). m4C-seq analysis was performed on day 5, before downregulation of Nanog or Pou5f1 and apparent differentiation of cells.

(D) 3C PCR quantifying the interaction frequency between the Nanog promoter and enhancer in control ESCs and in ESCs harvested 5 (d5) or 8 days (d8) after

knocking downMed1 or Smc1a. For each primer pair, the PCR signal was normalized to the PCR signal of primers designed at the bait locus (see Table S6). Error

bars indicate SD (n = 3 technical replicates).

(E) Boxplot reporting the relative change in 4C-seq normalized signal of the 4C-ChIP selected fragments compared to ESC1 (log2 ratio) (whiskers are as in

Figure 1E).

(F) Top: domainogram details showing the interaction ofNanogwith theUggt2 locus in control ESC1 and its disruption in Smc1a KD ESC1.Middle: representative

DNA FISH photos forNanog (FITC signal) andUggt2 (magenta signal) in control or Smc1aKDESCs. Bottom: boxplot for distances between theNanog andUgg2t

as measured by DNA FISH (whiskers are as in Figure 1E). The difference is significant (Wilcoxon test).

(G) Unsupervised clustering of samples is performed as in Figure 1B with the addition of the ESC samples for Med1 or Smc1a KD.

(H) Heatmap showing the relative change in m4C-seq signal for the set of 4C fragments selected as differential interactions between ESCs and MEFs, clearly

showing that the pluripotency-specific interactions have been lost in the Med1 or Smc1a KD sample. The rows refer to individual HindIII fragments, and the

columns are different 4C-seq samples. The color refers to standardized values across samples (Z score) for log-transformed normalized 4C read counts.

See also Figure S4 and Tables S4 and S6.
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experiments, probably reflecting their heterogeneity (see single-

cell RT-PCR of Figure S5F and Polo et al., 2012). We therefore

focused on piPSCs, which are of clonal origin and hence more

homogeneous. Notably, these transient interactions in piPSCs

(Table S5) were preferentially associated with pluripotency-

rather than differentiation-related genes (p value = 0.014).

Thus, forced expression of reprogramming factors readily extin-

guished fibroblast-specific interactions and induced a large

A B C

D E F G

Figure 5. Dynamic Change of Nanog Interactome during Cellular Reprogramming into iPSCs

(A) Isolation and study of reprogramming intermediates and piPSCs.

(B) RT-PCR analysis forNanogmRNA in indicated cell populations. TheNanog expression is normalized overGapdh (% ofGapdh). The error bars indicate SD (n =

3 technical replicates). Late intermediates include SSEA1+ cells from day 9 and day 12.

(C) 3C analysis of relative interaction frequency between theNanog promoter and enhancer during reprogramming and in the piPSCs. The PCR signal is relative to

ESCs (‘‘Relative 3C Interaction’’) after normalization with bait-locus primers (see Table S6). Error bars represent SD (n = 3 technical replicates).

(D) Boxplot for the standardized interaction strength for differentiation-specific fragments (whiskers are as in Figure 1E). The fragments were selected as dif-

ferential fragments upregulated in MEFs versus ESCs. Five groups of samples are shown: ESCs, iPSCs, SSEA1+ intermediates, piPSCs, and MEFs. SSEA1 in-

termediates and piPSCs show an intermediate interaction strength between strongerMEFs andweaker ESCs and iPSCs. For each fragment, the log-transformed

normalized 4C read counts are standardized by subtracting the mean value across all samples, then dividing over SD (Z score) (see also Figure S5D).

(E) Pie charts showing the number of genes, which have established (gain) interactions with Nanog during the transition from MEFs to piPSCs (upper panel) or

from piPSCs to iPSCs (lower panel). Genes are grouped based on the change of expression detected by microarray data (false discovery rate = 0.05; fold

change = 1.3) (Sridharan and Hochedlinger data sets, Table S3 and Figure S5G). Up/Down, up-/downregulated genes in the transition from MEFs to piPSCs

(upper panel) or from piSPCs to iPSCs (lower panel); Up-/Down-next (for the upper panel only), represents up-/downregulated genes in the next stage, i.e., the

transition frompiPSCs to iPSCs (see also F); NC, geneswithout a statistically significant change in expression. The number of genes and percentage over the total

are indicated. We found significant enrichment in the ‘‘Up-next’’ group (one-tailed Fisher’s exact test, p = 0.001). Gene-level interactions detected in all piPSC

replicates and in none of the MEFs were used.

(F) Heatmap showing expression of Nanog-interacting genes gained in the MEF-to-piPSC transition, as in (E). Rows are genes, and columns are microarray

samples (Table S3). Expression-pattern groups were defined as in (E) and marked accordingly with the side color bar. Some genes showed significant upre-

gulation in both theMEF-to-piPSC and the piPSC-to-iPSC transitions. In this case, they were assigned to the ‘‘Up-next’’ group as well. The statistically significant

enrichment in the ‘‘Up-next’’ pattern is confirmed even if these genes are assigned to the ‘‘Up’’ group. The heatmap shows standardized gene-expression levels

across samples (Z score).

(G) Association of conservedNanog-interacting genes in piPSCswith H3K4me3, H3K27me3, and pluripotency transcription factors binding in the same cell type.

The number and percentage of interacting genes with ChIP enrichment is reported for each bar. The analysis criteria is similar to that in Figure 3.

See also Figure S5 and Table S5.
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number of transient chromatin interactions enriched for pluripo-

tency-associated genes.

We next correlated the reorganization of Nanog’s interactome

during reprogramming with transcriptional changes of associ-

ated genes. Notably, more than 50% of genes that established

interactions with Nanog during the transition of MEFs into

piPSCs became transcriptionally upregulated in piPSCs (‘‘Up’’)

or at the subsequent (iPSC) stage (‘‘Up-next’’) (Figures 5E, 5F,

and S5G). These results extend, to a genome-wide level, our pre-

vious observations that the gain of Nanog-centered chromatin

contacts during early reprogramming coincideswith or precedes

transcriptional changes of genes. Unexpectedly, the interactions

gained during the piPSC-to-iPSC transition showed a weaker

correlation with transcriptional changes, suggesting a lesser

impact of Nanog interactions on gene expression during the

late stages of reprogramming. We conclude that Nanog’s chro-

matin associations during early stages of reprogramming mostly

involve genes that are either immediately upregulated or poised

for activation in iPSCs.

To investigate which molecules might mediate Nanog’s

interactions during reprogramming, we compared m4C-seq

results on piPSCs with published ChIP-chip data of reprogram-

ming factors and histone modifications in the same cell type

(Sridharan et al., 2009). This analysis revealed a positive correla-

tion with the active histone mark H3K4me3 and a significant

association of Nanog’s interacting loci with Klf4 binding, further

supporting its possible role in regulating long-range chromatin

interactions (Figures 3D and 5G). Thus, forced expression of

Oct4, Sox2, Klf4, and c-Myc induces reorganization of chro-

matin architecture and facilitates interactions of theNanog locus

with other Klf4 target genes, as well as with open chromatin

domains.

Reprogramming Factors andMediator Cooperate during
the Establishment of Nanog-Centered Interactions
To investigate whether Mediator and cohesin are involved in the

acquisition of pluripotency, we assayed the potential to generate

iPSCs from reprogrammable MEFs when subunits of Mediator

(Med1 and Med12) and/or cohesin (Smc1a, Smc3, and Rad21)

were depleted (Figure S6A). Indeed, KD of Mediator and/or

cohesin components significantly decreased reprogramming

efficiencies (Figure 6A).

Upon KD of Mediator and cohesin components, fewer iPSC

colonies could result from either deficient reprogramming or

immediate differentiation of newly formed iPSCs. To distinguish

between these possibilities, we analyzed early (SSEA1) and late

(EpCam) markers of pluripotency at intermediate stages of re-

programming (Polo et al., 2012). We focused on Med1 KD cells

because Med1 is expressed most differentially between somatic

and pluripotent cells (Figure S6B) (Kagey et al., 2010; Polo et al.,

2012). Figure 6B shows that Med1 KD MEFs gave rise to fewer

SSEA1+ and EpCam+ reprogramming intermediates at day 9 of

reprogramming-factor overexpression. 3C analysis at this time

point showed that Nanog promoter-enhancer looping was not

efficiently established in the absence of Med1, concordant

with decreased transcription (Figure 6C). Together, these data

suggest that Med1 is important for acquiring pluripotency-spe-

cific chromatin loops and gene expression in addition to its

established role in the maintenance of pluripotency.

We hypothesized that Med1 might cooperate with reprog-

ramming factors to reorganize 3D chromatin architecture and

to control gene expression during iPSC formation. Coimmuno-

precipitation experiments in piPSCs showed association of

Med1 with the reprogramming factors Oct4, Sox2, and Klf4

(Figure 6D), as well as with Med12 and Smc1 (Figure S6C),

which have previously been reported to interact with Med1 in

ESCs (Borggrefe and Yue, 2011; Kagey et al., 2010). Impor-

tantly, these protein-protein interactions were detected as early

as 48 hr after expression of the reprogramming factors, sug-

gesting an early function. Med1’s interactions with Oct4 and

Sox2 were also confirmed in ESCs (Figure S6C). These results

indicate that Mediator components and pluripotency factors

form a multiprotein complex throughout cellular reprogramming

and in pluripotent cells.

Lastly, we asked how reprogramming factors might collabo-

rate with Mediator and/or cohesin to form chromatin loops

during reprogramming.We investigated the binding of these pro-

teins to three genomic regions (Aicda, Nanog enhancer, and

Slc2a3) found to interact with the Nanog promoter in pluripotent

cells based on m4C-seq data (Figure 6E). This analysis showed

that Klf4, Oct4, Sox2, Med1, and Smc1 were bound to all three

loci in pluripotent cells (Figure S6D). Similarly, the loci that had

already established chromatin loops with the Nanog promoter

(Nanog enhancer and Slc2a3) in piPSC lines were occupied by

all tested factors (Figure 6F). In contrast, Aicda, which interacted

with the Nanog promoter in established iPSCs only, but not yet

in piPSCs, was bound solely by Klf4 in piPSCs. This result sug-

gests that a minimum set of pluripotency proteins may be

required by cohesin and Mediator to bridge distal chromatin

elements.

DISCUSSION

Herein, we provide genetic, biochemical, and bioinformatic evi-

dence that Nanog engages in a pluripotency-specific genome-

wide chromatin network that resolves into a somatic-specific

pattern upon differentiation and resets in iPSCs (Figure 7). This

is the first genome-wide interaction map of a key mouse plurip-

otency gene at high resolution. Our results extend previous

genome-scale transcription factor occupancy and protein inter-

action studies for pluripotency factors (Chen et al., 2008; Kim

et al., 2008) and reveal an unexpectedly complex genomic inter-

actome in pluripotent cells.

We documentNanog promoter interactions with individual loci

as well as broader domains on the same and on different chro-

mosomes. These interactions were stable and conserved among

different pluripotent cell lines, whereas they were less consistent

in MEFs (Figure 7). This finding indicates that pluripotency loci

might engage in less stable and/or more random interactions

in cell types wherein the bait locus is inactive. Alternatively, it

may reflect the heterogeneity of fibroblast populations, which

were used as a proxy for differentiated cells. Of note, almost

half of the conserved interactions found in MEF samples were

also detected in pluripotent cells, indicating a cell-type indepen-

dent network of presumably structural interactions.

A positive correlation between Nanog-centered interactions

and active chromatin marks specifically in pluripotent cells is in

accordance with previous studies showing that active genes
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tend to colocalize in the genome (Gao et al., 2013; Kalhor et al.,

2012; Simonis et al., 2006). Notably, binding sites for the key plu-

ripotency factors Oct4, Sox2, Nanog, Esrrb, c-Myc, and Klf4

were also enriched among theNanog-interacting genes in plurip-

otent cells (Figure 7), suggesting that these proteins might be

involved in bringing coregulated pluripotency-associated genes

into physical proximity for subsequent transcriptional activation

during the induction and maintenance of pluripotency. Indeed,

previous studies documented roles for Oct4 in the maintenance

of cis DNA loops around Nanog (Levasseur et al., 2008), for

c-Myc in the spatial organization of ribosomal RNA genes in

other cell types (Shiue et al., 2009), and for Klf1 in long-range in-

teractions of erythroid genes during blood cell development

(Schoenfelder et al., 2010). It is worth mentioning here that

forced expression of either of c-Myc, Nanog, Esrrb, or Klf4 pro-

teins relieves ESCs from leukemia-inhibitory-factor-dependent

growth (Festuccia et al., 2012; Jiang et al., 2008; Marks et al.,

2012; Smith and Dalton, 2010; Smith et al., 2010), suggesting
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Figure 6. Role of Mediator and Cohesin in the Reprogramming of MEFs to iPSCs
(A) Graph comparing the reprogramming efficiency of tetO-OKSM MEFs after infection with empty vector (control) or shRNA vectors (KD) against individual

subunits of Mediator (Med1 and Med12) or cohesin (Smc1a, Smc3, and Rad21) complexes or combinations thereof. The efficiency was calculated as the

ratio of alkaline-phosphatase-positive colonies per starting number of cells. Reprogramming efficiency of control MEFs was set at 1. Error bars indicate SD (n = 3

biological replicates).

(B) Fluorescence-activated cell sorting plots of SSEA1-positive or EpCam-positive cells on day 9 of reprogramming, starting with either wild-type (left) or Med1-

knocked down (KD, right) reprogrammable MEFs. SSEA1 and EpCam were chosen as early or late surface markers of pluripotency, respectively.

(C) RT-PCR (bottom) for Nanog expression and 3C assay (top) for Nanog enhancer-promoter interaction in MEFs, iPSCs, and reprogramming intermediates of

control or Med1 KD MEFs on day 9. The 3C PCR signal was calculated relative to ESCs (‘‘Relative 3C Interaction’’) after normalization with bait-locus primers

(Table S6). Error bars represent SD (n = 2 technical replicates). The RT-PCR Nanog signal was normalized to Gapdh levels, and the error bars indicate SD (n = 4

replicates).

(D) Med1 protein immunoprecipitation (upper panels) in reprogrammable MEFs before (MEF) and after (MEF 48 hr) doxycycline induction and in piPSCs. In the

bottom panel, the interaction of Med1 with Oct4, Sox2, and Nanog was also confirmed in ESCs, this time using antibodies for the reprogramming factors for the

pull-down.

(E) Schematic representation of the genomic regions found to interact in ciswith theNanog promoter (red) in a pluripotent-specific way (top). Barplot of the m4C-

seq signal for each of the indicated regions in MEFs, piPSCs, and ESCs. The signal is expressed in reads per million (RPM) and represents the average value of

three biological replicates.

(F) ChIP experiments of the reprogramming factors Oct4, Sox2, and Klf4, as well as Med1 and Smc1a, on the indicated genomic regions in MEFs and piPSCs.

All of the ChIP-qPCR signals are first normalized to the input, and then expressed relative to the corresponding signal in ESCs (see also Figure S6). Error bars

indicate SD.

See also Figure S6 and Table S6.
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that the observed interaction network and its constituents may

also be functionally connected.

We provide evidence that members of the Mediator and/or

cohesin families are responsible for about 40% of the observed

interactions in ESCs. Their depletion from ESCs resulted in a

rearrangement of chromatin from a pluripotent to a differentiated

state before the transcriptional and phenotypic onset of differen-

tiation. Similarly, their reduction during cellular reprogramming

impaired iPSC colony formation, suggesting an additional role

in establishing pluripotency. Our observation that Med1 associ-

ated physically with the overexpressed Oct4, Sox2, and Klf4

factors during reprogramming and with the corresponding

endogenous proteins in established ESCs supports this interpre-

tation and extends previous results regarding the direct interac-

tions of cohesin and Mediator subunits with Oct4 and Nanog in

ESCs (Costa et al., 2013; Nitzsche et al., 2011; Tutter et al.,

2009; van den Berg et al., 2010). Our results therefore suggest

that Mediator and cohesin components, in collaboration with

pluripotency transcription factors, play a critical role in establish-

ing and maintaining a broader 3D chromatin network centered

around Nanog and possibly other pluripotency loci (Figure 7).

We cannot exclude the possibility that Mediator and cohesin

influence iPSC formation and ESC maintenance by additional

mechanisms such as cell cycle, cell signaling (Rocha et al.,

2010), mesenchymal-to-epithelial transition (Huang et al.,

2012), and/or transcriptional regulation (Malik and Roeder,

2010; Wood et al., 2010).

Lastly, we document that the reprogramming of somatic cells

into iPSCs resets Nanog’s chromatin interactome. We show that

fibroblasts rapidly lose MEF-specific interactions upon overex-

pression of Oct4, Sox2, Klf4, and c-Myc and gradually establish

pluripotency-specific interactions. This is in accordance with the

transcriptional shutdown of the somatic program prior to the

activation of the pluripotency program as described recently

(Polo et al., 2012; Soufi et al., 2012; Stadtfeld et al., 2008). Unex-

pectedly, we detected a number of transient, reprogramming-

specific contacts, which involved many pluripotency-related

genes (Figure 7). These genes might be physically brought

together with Nanog by forced reprogramming-factor expres-

sion for coordinated gene activation. The observed protein-

protein interactions of Oct4, Sox2, and Klf4 with Med1 in piPSCs

support a model whereby reprogramming factors and associ-

ated bridging factors act synergistically to orchestrate chromatin

rearrangements during reprogramming (Figure 7). However, we

cannot rule out the possibility that these interactions might be

the consequence of global chromatin changes or aberrant bind-

ing of the overexpressed transcription factors during reprogram-

ming (Soufi et al., 2012).

Collectively, our data provide a comprehensive analysis of the

genomic interactions of a key pluripotency gene and their rela-

tionship with transcription, epigenetic marks, and pluripotency-

factor binding. Our findings further suggest an important and

possibly causative role for chromatin structure in controlling

transcriptional patterns and eventually determining cell identity

in the context of pluripotency, differentiation, and cellular reprog-

ramming. Identifying the interactomes for other pluripotency loci

should allow researchers to construct an integrative view of 3D

chromatin architecture in pluripotent cells in the future.

EXPERIMENTAL PROCEDURES

Cell Culture and Reprogramming

ESCs, MEF-derived iPSCs (Stadtfeld et al., 2010a), and piPSCs (Maherali

et al., 2007) were cultured as described before. MEFs were isolated from

‘‘reprogrammable’’ mice (Stadtfeld et al., 2010b) and reprogrammed in pres-

ence of 1 mg/ml doxycycline and 50 mg/ml ascorbic acid.

shRNA Virus Production and Infection

The shRNA lentiviruses for Med1 and Smc1a were designed according to

a previous study (Kagey et al., 2010) and cloned into a different vector

(Addgene-pSicoR-GFP). The virus production, transduction, and reprogram-

ming of infected MEFs are described in Supplemental Experimental Proce-

dures. All the shRNA sequences used for this study are shown in Table S6.

MEF
Reprogramming

Intermediates/Partial iPSC iPSC /ESC

Klf4

?
Nanog

Nanog

Nanog

Nanog

Nanog

Nanog

A few unstable interactions
mediated by unknown factors

Transient interactions including
pluripotency-related genes

mediated by Med1 and 
reprogramming factors

Stable interactions 
mediated by Mediator and

cohesin and pluripotency factors

No looping
No expression

Looping
prior to expression

Looping
and expression

?

PromoterEnhancer

Med1

Oct4

Klf4

Sox2 Smc1Esrrb

Oct4
Sox2

cMyc

cMyc
Med1

Nanog’s genome-
wide interactions

Nanog’s promoter-
enhancer looping

Figure 7. Model Depicting the Dynamics of

Nanog Interactions during Differentiation

and Cellular Reprogramming

The Nanog locus engages in genome-wide

chromatin interactions in MEFs (‘‘MEF-specific

interactome’’) that are highly variable, possibly

because the Nanog gene is inactive in differen-

tiated cells. During reprogramming, the com-

plexity of interactions increases, presumably by

the cooperative action of the overexpressed

reprogramming factors and ‘‘bridging’’ factors,

including Mediator components (Med1). The

majority of interactions gained in piPSCs lead to

upregulation of associated genes immediately or

in iPSCs. Once cells reach the pluripotent state,

different and more-stable interactions are estab-

lished. These pluripotency-specific interactions

are mainly maintained by cohesin and Mediator

complexes, as well as the key pluripotency fac-

tors. Upon normal differentiation or depletion of

either Med1 or Smc1a, the Nanog interactome is

rearranged into the less-organized differentiated

state.
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RNA-Seq Library Preparation

The RNA-seq library construction is described in the Supplemental Experi-

mental Procedures.

Protein Coimmunoprecipation

The antibodies used for this study were as follows: Med1 (Bethyl Laboratories),

Smc1 (Bethyl Laboratories), Oct4 (Santa Cruz Biotechnology for western blot-

ting and R&D Systems for immunoprecipitation), Sox2 (R&D), Klf4 (R&D),

Nanog (Bethyl Laboratories), actin-HPRT (Abcam), Med12 (Bethyl Labora-

tories), Smc3 (Abcam), and Rad21 (Santa Cruz). The exact process is

described in the Supplemental Experimental Procedures.

ChIP

ChIP was performed as described previously (Stadtfeld et al., 2012). The anti-

bodies used were as follows: Oct4 (R&D), Sox2 (R&D), Klf4 (R&D), Med1

(Bethyl Laboratories), Smc1 (Bethyl Laboratories), immunoglobulin G (Abcam),

and Pol II phospho-Ser2 (Abcam). The primers used for the quantitative PCR

(qPCR) analysis are listed in Table S6.

3D DNA FISH and Image Analysis

3DDNA FISH analysis was performed as described previously (Xu et al., 2006).

The protocol and the bacterial artificial clones used for this study are listed in

the Supplemental Experimental Procedures.

m4C-Seq, m4C-ChIP-Seq, and 3C Analyses

4C and 3C were performed as has been previously described (Schoenfelder

et al., 2010) with some modifications, described in detail in the Supplemental

Experimental Procedures. For m4C-ChIP-seq, an immunoprecipitation step

with Med1 and Smc1 antibodies (Bethyl Laboratories) was included. The

primers used for these assays are listed in Table S6.

Bioinformatics Analyses of m4C-Seq and Associations with Public

Data Sets

See Supplemental Experimental Procedures.
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SUMMARY

Defining the metabolic programs that underlie stem
cell maintenance will be essential for developing
strategies tomanipulate stem cell capacity. Mamma-
lian hematopoietic stem cells (HSCs) maintain cell
cycle quiescence in a hypoxic microenvironment. It
has been proposed that HSCs exhibit a distinct
metabolic phenotype under these conditions. Here
we directly investigated this idea using metabolomic
analysis and found that HSCs generate adenosine-
50-triphosphate by anaerobic glycolysis through a
pyruvate dehydrogenase kinase (Pdk)-dependent
mechanism. Elevated Pdk expression leads to active
suppression of the influx of glycolytic metabolites
into mitochondria. Pdk overexpression in glycol-
ysis-defective HSCs restored glycolysis, cell cycle
quiescence, and stem cell capacity, while loss of
both Pdk2 and Pdk4 attenuated HSC quiescence,
glycolysis, and transplantation capacity. Moreover,
treatment of HSCs with a Pdk mimetic promoted
their survival and transplantation capacity. Thus,
glycolytic metabolic status governed by Pdk acts
as a cell cycle checkpoint that modulates HSC quies-
cence and function.

INTRODUCTION

Stem cells are tissue-sustaining cells that generate differentiated

progeny and are resistant to external stresses (Zon, 2008; Seita

and Weissman, 2010). Although stem cells probably exhibit

metabolic characteristics allowing them to meet diverse energy

demands, it is not known whether their metabolic phenotype

differs from that of transiently amplifying progenitors and

terminally differentiated cells and, if so, how metabolic pheno-

types directly define stem cell identity (Suda et al., 2011). Cells

generate adenosine-50-triphosphate (ATP), the major currency

for energy-consuming reactions, through central carbon

metabolism, including glycolysis and mitochondrial oxidative

phosphorylation (OXPHOS). The mammalian HSC system is

maintained by self-renewal of quiescent long-term (LT)-HSCs

and subsequent generation of short-term (ST)-HSCs, multipo-

tent progenitors (MPPs), and various lineage-restricted proge-

nies (Zon, 2008; Seita and Weissman, 2010). Adult LT-HSCs

are maintained in a hypoxic state in the bone marrow (BM) niche

(Parmar et al., 2007; Takubo et al., 2010). LT-HSCs maintain cell

cycle quiescence through precise regulation of levels of hypoxia-

inducible factor-1a (HIF-1a), a transcription factor responsive to

cellular and systemic hypoxia (Takubo et al., 2010).

LT-HSCs, which exhibit fewer mitochondria than progenitors

(Kim et al., 1998; Simsek et al., 2010; Norddahl et al., 2011),

are hypothesized to utilize anaerobic metabolism in the hypoxic

endosteal zone. Although the ratio of ATP generation to glucose

consumption under anaerobic glycolysis is inefficient compared

with that supported by OXPHOS, the rate of ATP production

under hypoxia potentially increases 100-fold compared to that

supported by mitochondrial energy production under normoxia

(Voet and Voet, 2010). HSCs are particularly sensitive to oxida-

tive stress and show low endogenous ROS levels. Aberrant

ROS generation could abrogate various stem cell properties

including cell cycle quiescence, self-renewal, survival, andmulti-

lineage differentiation capacity in HSCs (Miyamoto et al., 2007;

Kobayashi and Suda, 2012). Because various mutant mice

defective in LT-HSCmaintenance display a wide range of bioen-

ergetic defects in vivo, achieving a stable metabolic state in
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LT-HSCs is probably important for their maintenance (Liu et al.,

2009; Nakada et al., 2010; Gurumurthy et al., 2010; Gan et al.,

2010; Sahin et al., 2011). Recently, Simsek et al. reported that

LT-HSCs show higher glycolytic capacity than do cells in whole

BM, which consists primarily of lineage marker+-differentiated

cells (Lin+ cells) (Simsek et al., 2010). This activity is regulated

by Cripto-GRP78 signaling activated by HIF-1a (Miharada

et al., 2011). However, it remains unclear whether these meta-

bolic characteristics are common in primitive hematopoietic

cells such as LT-HSCs and progenitors and required for their

maintenance.

In this study, we addressed the proposed ‘‘metabolic stem-

ness’’ of HSCs, namely glycolytic activation, using metabolo-

mics and genetics. During glycolysis, glucose is converted to

pyruvate and then anaerobically to lactate or aerobically to

acetyl-CoA for use in mitochondrial metabolism. The conversion

of pyruvate to acetyl-CoA is catalyzed by pyruvate dehydroge-

nase (PDH), whose activity is suppressed by phosphorylation

by PDH kinases (Pdks) (Harris et al., 2002). We observed that

LT-HSCs show HIF-1a-mediated Pdk activation, resulting in

maintenance of glycolytic flow and suppression of the influx of

glycolytic metabolites into mitochondria. Also, a glycolytic

metabolic state was shown to promote LT-HSC cell cycle quies-

cence, an activity that could potentially be exploited to regulate

the cell cycle in those cells in vitro and in vivo. In mice, loss of

Pdk2 and Pdk4 resulted in defective maintenance of cell cycle

quiescence and transplantation capacity and altered glycolytic

metabolic properties in LT-HSCs. Treatment of LT-HSCs with

a competitive inhibitor of PDH promoted maintenance of trans-

plantation capacity in vitro. These observations suggest that

Pdk-mediated antagonism of mitochondrial metabolism com-

prises a checkpoint required to establish a metabolic state

favoring cell cycle quiescence of LT-HSCs.

RESULTS

Metabolomic Profiling of Central Carbon Metabolism
in LT-HSCs and Their Progeny
To define specific metabolic characteristics of hypoxic LT-

HSCs, we performed metabolome analyses with capillary

electrophoresis time-of-flight mass spectrometry (CE-TOFMS)

(Soga et al., 2003, 2006; Shintani et al., 2009) using at least

1 3 106 murine BM LT-HSCs (CD34�Flt3� Lineage marker�

Sca-1+ c-Kit+; CD34�Flt3� LSK cells) and their progeny,

including ST-HSCs (CD34+Flt3� LSK cells), MPPs (CD34+Flt3+

LSK cells), myeloid progenitors (MPs; Lin� c-Kit+ Sca-1� cells),

and differentiated hematopoietic cells (Gr-1/Mac-1+ myeloid

cells, CD4/CD8+ T cells, and B220+ B cells) to assess levels of

intracellular metabolites functioning in central carbon metabo-

lism. We replicated the analysis and show one representative

result in Figure 1A and Figure S1A available online (Figure 1A is

an extract of Figure S1A). Notably, fructose 1,6-bisphosphate

(F1,6BP), a product of the rate-limiting step of glycolysis cata-

lyzed by phosphofructokinase-1 (Pfk-1), was observed only in

LT-HSCs and ST-HSCs (Figures 1A and S1A). Because F1,6BP

is a strong allosteric activator of pyruvate kinase (PK) (Voet and

Voet, 2010), LT-HSCs probably support glycolytic metabolism

required to produce PK-dependent ATP. Because low levels of

the Pfk-1 substrate fructose-6-phosphate were also observed

in LT-HSCs, the rate-limiting Pfk-1 reaction is probably activated

in LT-HSCs (Figures 1A and S1A). In addition, pyruvate, a by-

product of PK-dependent ATP generation, accumulated to

high levels in LT-HSCs (Figures 1A and S1A), while levels of

phosphoenolpyruvate, a PK substrate, remained low (Figures 1A

and S1A). Mitochondrial OXPHOS is fueled by the tricarboxylic

acid (TCA) cycle. Among TCA cycle-related metabolites, 2-oxo-

glutarate (2-OG) and both acetyl-CoA and succinyl-CoA were

not detected in any hematopoietic fraction (Figure S1A). In

support of metabolomics profiling data shown in Figures 1A

and S1A, we found that various glycolytic enzymes were more

highly expressed in LT-HSCs than in progenitors or terminally

differentiated cells (Figure S1B), suggesting that LT-HSCs utilize

glycolysis for energy generation (Voet and Voet, 2010).

Interestingly, LT-HSC ATP levels were lowest among various

primitive hematopoietic cell fractions in the BM (Figure 1B).

The Side Population (SP) phenotype of LT-HSCs is marked by

expression of the ATP-dependent transporter Bcrp1 (Goodell

et al., 1996, 1997; Zhou et al., 2001) and maintained by intracel-

lular ATP production. The SP phenotype of normal LT-HSCs was

sensitive to treatment with the glycolytic inhibitor 2-deoxy-D-

glucose (2-DG) (Figure 1C). Treatment of BM mononuclear cells

(MNCs) with the respiration inhibitor sodium azide (NaN3), even

at concentrations (20 mM) sufficient to inhibit OXPHOS, moder-

ately reduced SP phenotypes in LT-HSCs (Figure 1C). Glucose

uptake by cells from primitive fractions including LT- or ST-

HSCs or MPPs was higher than that seen in myeloid progenitor

or lineage marker+ fractions (Figure 1D). The activity of pyruvate

kinase, which catalyzes an ATP-generating step in glycolysis,

was highest in LT-HSCs among various BM fractions (Figure 1E).

Overall, these observations suggest that only LT-HSCs, rather

than transiently amplifying progenitors or terminally differenti-

ated cells, can survive independent of mitochondrial energy

generation, possibly through suppression of the PDH-E1a

subunit by Pdk-dependent phosphorylation (depicted schemat-

ically in Figure 2A). Expression of all murine Pdk family members

(Pdk1–Pdk4) (Harris et al., 2002)was high in LT-HSCs (Figure 2B),

and PDH-E1awas more highly phosphorylated in LT-HSCs than

in their differentiated progeny (Figures 2C and 2D). The oxygen

consumption rate (OCR) was lowest in LT-HSCs, dynamically

upregulated after their differentiation into ST-HSCs, and slightly

decreased in MPPs or MPs (Figure 2E). The higher OCR seen in

fractions other than LT-HSCs was probably maintained by mito-

chondrial oxygen consumption, as treatment with oligomycin,

which inhibits mitochondrial ATP synthase, clearly suppressed

the OCR in these cells (Figure 2E). These findings are in accord

with the idea that LT-HSCs survive in a hypoxic environment

and are less dependent on mitochondrial oxygen-consuming

metabolism than more differentiated cells (Figure 2E).

Loss of HIF-1a Alters Energy Metabolism in LT-HSCs
To determine whether a HIF-1a-dependent crucial checkpoint

maintains anaerobic metabolic stemness in LT-HSCs, we exam-

ined parameters relevant to metabolism in HIF-1aD/D LT-HSCs.

We found that HIF-1a deficiency was accompanied by de-

creased expression of various glycolytic enzymes in LT-HSCs

(Figure S2). Glucose uptake was identical at various differentia-

tion stages in HIF-1aD/D BM (Figure 3A), although an essential

glucose transporter, Glut1, was significantly downregulated in
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HIF-1aD/D LT-HSCs (Figure S2). Glycolytic LDH activity in normal

LT-HSCs was higher than that seen in CD34+ LSK progenitors

(the sum of ST-HSCs plus MPPs) and was decreased in HIF-

1aD/D LT-HSCs (Figure 3B). We found that LT-HSCs release

lactate into the culture medium only under hypoxia and those

levels decrease in the case of HIF-1a deficiency (Figure 3C).

Because intracellular levels of lactate, a product of the LDH

reaction, in LT-HSCs and their differentiated progeny were

unchanged (Figures 1A and S1A), we conclude that LT-HSCs

probably rapidly release lactate generated by glycolysis into

the extracellular space. Intracellular pyruvate levels, which are

high in LT-HSCs (Figures 1A and S1A), were decreased by

HIF-1a deficiency (Figure 3D). These data suggest that, in the

hypoxic niche, LT-HSCs suppress flux of glycolytic metabolites

into mitochondria for the TCA cycle and HIF-1aD/D LT-HSCs

show defective conversion of pyruvate to lactate, an activity

maintained through the suppression of PDH by Pdk. In support

of this, phosphorylation of the a subunit of PDH-E1 is attenuated

in HIF-1aD/D LT-HSCs (Figure 3E). Overall ATP production was

considerably decreased in HIF-1aD/D LT-HSCs compared to

HIF-1aD/D CD34+ LSK progenitors (Figure 3F), suggesting that

ATP production in the former is dependent on HIF-1a-dependent

glycolysis and that mitochondrial metabolism is suppressed by

Pdk. Overall mitochondrial mass in wild-type LT-HSCs was

Figure 1. Metabolic Profiling of Glycolytic Metabolism in HSCs and Their Progeny

(A) Quantification of metabolites in glycolytic metabolism based on CE-TOFMS analysis. Bar graphs for independent metabolites plotted in the glycolytic

metabolism map are (from left to right): long-term (LT)-hematopoietic stem cells (HSCs) (CD34�Flt3� LSK cells; blue bars), short-term (ST)-HSCs (CD34+Flt3�

LSK cells; red bars), multipotent progenitors (MPPs) (CD34+Flt3+ LSK cells; green bars), myeloid progenitors (MPs; Lin� c-Kit+ Sca-1� cells; yellow bars), Gr-1/

Mac-1+ myeloid cells (purple bars), CD4/CD8+ T cells (sky blue bars), and B220+ B lymphocytes (black bars). Data are representative of two independent

experiments.

(B) Relative intracellular ATP concentrations in LT-HSC, ST-HSC, MPP, LKS�, and Lin+ cells (mean ± SD, n = 6, *p < 0.001).

(C) Effects of NaN3 (open bars) or 2-DG (closed bars) treatment on the Side Population phenotype of the CD34� LSK fraction at indicated concentrations (mean ±

SD, n = 4, *p < 0.05, **p < 0.0002).

(D) Relative glucose uptake by LT-HSC, ST-HSC, MPP, MP, and Lin+ cells (mean ± SD, n = 5).

(E) Relative PK activity in LT-HSC, ST-HSC, MPP, MP, and Lin+ cells (mean ± SD, n = 6, *p < 0.001).

See also Figure S1.
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smaller than that seen in wild-type CD34+ LSK progenitors (Fig-

ure 3G). In HIF-1aD/D LT-HSCs, mitochondrial volume and

expression of the mitochondrial respiratory component COX4-

1 (Fukuda et al., 2007) were higher than that seen in wild-type

LT-HSCs (Figures 3G and 3H). These data suggest that HIF-

1aD/D LT-HSCs exhibit decreased dependence on anaerobic

glycolysis and activate mitochondrial aerobic metabolism due

to loss of a metabolic checkpoint regulated by PDH-E1a subunit

phosphorylation status.

To directly analyze metabolic changes in HIF-1aD/D HSCs, we

analyzed the SP phenotype. Overall, the HIF-1aD/D LSK fraction

showed significant loss of the SP phenotype after treatment with

20 mMNaN3 (Figure S3A), suggesting that, in the case of HIF-1a

deficiency, compensatory mitochondrial aerobic metabolism

supports ATP production in the primitive hematopoietic fraction.

By contrast, LSK cells deficient in VHL, an E3 ubiquitin ligase

targeting HIF-1a (Semenza, 2010), showed significantly reduced

mitochondrial volume compared to wild-type LSK cells (Fig-

ure S3B). Because normal quiescent HSCs have relatively little

cytoplasm and contain few inactive mitochondria (Kim et al.,

1998) (Figure 3G), the decreased mitochondrial mass seen in

VHLD/D LSK cells suggests that active regulatory mechanisms

function in HIF-1a dose-dependent energy production in

primitive hematopoietic cells.

Figure 2. Pdk-Mediated Metabolic Proper-

ties of LT-HSCs

(A) Schematic representation of the effect of Pdks

on energy metabolism.

(B) qPCR analysis of Pdk family members in

CD34� LSK, CD34+ LSK, Lin�, or Lin+ fractions

from 12-week-old mice (mean ± SD, n = 4). Each

value was normalized to b-actin expression and is

expressed as fold induction compared to levels

detected in CD34� LSK samples (*p < 0.01).

(C and D) Immunocytochemical staining for

phosphorylated S293 (C) or S300 (D) residues of

PDH-E1a (green), Mitotracker DeepRed (red), and

DAPI (blue) in wild-type LT-HSC (CD34� Flt3�

LSK), ST-HSC (CD34+ Flt3� LSK), MPP (CD34+

Flt3+ LSK), or MP (Lineage marker� c-Kit+ Sca-1�)
cells.

(E) Oxygen consumption rate in LT-HSC, ST-HSC,

MPP, and MP cells treated with or without oligo-

mycin (mean ± SD, n = 6) (*p < 0.001).

See also Figure S2.

HIF-1a Maintains Pdk Expression,
Glycolysis, and Transplantation
Capacity in LT-HSCs
The decreased glycolysis and activated

mitochondrial energy metabolism seen

in HIF-1aD/D LT-HSCs (Figure 3) suggest

that HIF-1a-dependent remodeling of

metabolic pathways by Pdk-mediated

antagonism of PDH activity occurs in

LT-HSCs. Notably, among Pdk family

members, Pdk2 and Pdk4 mRNA levels

were positively correlated with HIF-1a

expression in LT-HSCs (Figure 4A). Their

mRNA levels decreased in the case of

HIF-1a deficiency and increased in the presence of VHL

deficiency (Figure 4A). Increased Pdk mRNA levels were sup-

pressed by deletion of both HIF-1a and VHL (Figure 4A).

Exposure of LT-HSCs to hypoxia increased expression of

Pdk4 but not Pdk2 (Figure S4A), suggesting oxygen-dependent

and -independent roles for HIF-1a for the expression of these

two genes. To verify that Pdks function as HIF-1a effectors in

HSC maintenance, we transduced LT-HSCs or LSK cells with

retrovirus expressing Pdk2 or Pdk4 (Figures 4B and S4B).

Pdk misexpression (at mRNA levels 100- to 1,000-fold greater

than normal) by retrovirus-restored phosphorylation of the

PDH-E1a subunit in HIF-1aD/D LT-HSCs (Figure 4C) and

glycolytic activity in HIF-1aD/D LSK cells, as measured by

LDH activity (Figure 4D), and antagonized increased mito-

chondrial ROS generation seen under HIF-1a deficiency (Ta-

kubo et al., 2010) (Figure S4D). The number of Ki67+ cycling

cells also decreased in Pdk-transduced HIF-1aD/D LSK cells

(Figure 4E). For in vitro analysis of HSCs, we utilized the

SLAM marker to detect HSCs in the LSK population because

some LT-HSCs tend to express CD34 in vitro (Noda et al.,

2008). HIF-1aD/D cells cultured in hypoxic conditions could

not sustain an LT-HSC fraction, a deficiency rescued by the

introduction of Pdk2 or Pdk4 into HIF-1aD/D LSK cells (Figures

4F and 4G).
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To test reconstitution capacity, we transplanted 3,000 GFP+-

HIF-1aD/D LSK cells into lethally irradiated Ly5.1 (CD45.1+)

congenic mice together with competitor BM (CD45.1+). Trans-

duced LSK cells in every group contained a similar number of

LT-HSCs, as assessed by flow cytometry (data not shown).

Twelve weeks after BM transplantation (BMT), HIF-1aD/D

LSK cells transduced with GFP virus showed significantly

decreased repopulation capacity, probably due to upregulation

of p16Ink4a/p19Arf in HIF-1aD/D LT-HSCs during transduction

stress, as previously reported (Takubo et al., 2010). In contrast,

HIF-1aD/D LSK cells transduced with either Pdk2 or Pdk4

virus showed substantial chimerism and multilineage reconsti-

tution capacity in peripheral blood (PB) compared to control

HIF-1aD/D cells (Figure 4H and Figure S4E). These experiments

suggest that HIF-1a maintains substantial chimerism and multi-

lineage reconstitution capacity through upregulation of Pdk2

and Pdk4 despite expression of other HIF-a family members

(Figure S4C).

Figure 3. Loss of HIF-1a Alters HSC Energy Metabolism

(A) Relative glucose uptake by LT-HSC, ST-HSC, MPP, and MP cells from HIF-1a+/+ or HIF-1aD/D mice (mean ± SD, n = 4).

(B) LDH activity in CD34+ or CD34� LSK cells fromHIF-1a+/+ orHIF-1aD/Dmice (mean ±SD, n = 4). Arbitrary units (a.u.) were calculated as the value relative to LDH

activity in the HIF-1a+/+ CD34� LSK fraction (set to 100; *p < 0.01).

(C) Lactate production in CD34� LSK cells under normoxic (20% O2) or hypoxic (1% O2) conditions per ten thousand cells (mean ± SD, n = 4; *p < 0.01).

(D) Relative intracellular pyruvate concentrations in LT-HSCs from HIF-1a+/+ or HIF-1aD/D mice (mean ± SD, n = 4; *p < 0.01).

(E) Immunocytochemical staining for phosphorylated S293 residues of PDH-E1a (green), mitochondrial dye Mitotracker DeepRed (red), and DAPI (blue) in

HIF-1a+/+ or HIF-1aD/D LT-HSCs.

(F) Intracellular ATP concentration in CD34+ or CD34� LSK cells from HIF-1a+/+ or HIF-1aD/D mice (mean ± SD, n = 3; *p < 0.05).

(G) Relativemitochondrial mass (mitochondrial fluorescence/nuclear fluorescence) in individualHIF-1aD/DCD34+ or CD34� LSK cells (n = 50). Data are presented

as the mean ± SD (*p < 0.001).

(H) Immunocytochemical staining of CD34� LSK cells for COX4-1 (red) and TOTO-3 (blue).

See also Figure S3.
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Pdk2 and Pdk4 Are Essential for LT-HSC
Transplantation Capacity
To assess whether Pdk functions in LT-HSCmaintenance down-

stream of HIF-1a, we examined hematopoiesis of Pdk2/Pdk4

double knockout mice (Dunford et al., 2011; Jeoung et al.,

2006). Peripheral blood counts indicated that these Pdk2�/�:
Pdk4�/� mice were mildly but significantly anemic compared

to control mice (Figure 5A). Various populations of differentiated

and undifferentiated cells in the BM, spleen, and thymus

were unchanged in number in Pdk2�/�: Pdk4�/� mice

(Figures S5A–S5E). Progenitor capacity of Pdk2�/�: Pdk4�/�

LSK cells, as assessed by the colony-forming capacity in semi-

solid methylcellulose plus cytokines, was identical to that of

control cells (Figure 5B), suggesting that steady-state hemato-

poiesis and progenitor capacity is maintained in Pdk2�/�:
Pdk4�/� mice. To investigate self-renewal and multilineage

differentiation capacity of Pdk2�/�: Pdk4�/� LT-HSCs, we

performed BM transplantation of these cells with congenic

A

D E

B
C

G
F

H

Figure 4. HIF-1a Maintains Pdk Expression, Glycolysis, and Transplantation Capacity in HSCs

(A) qPCR analysis of Pdk2 and Pdk4 expression in the LT-HSC fraction of 12-week-old HIF-1a+/+, HIF-1aD/D, VHLD/D BM, or HIF-1aD/D:VHLD/D BMmice (n = 4).

Values are normalized to b-actin expression and expressed as fold induction compared to levels detected in HIF-1a+/+ samples (mean ± SD, n = 4, *p < 0.01).

(B) Design of retroviral rescue of Pdk expression in HIF-1aD/D LSK cells.

(C) Immunocytochemical staining for phosphorylated S293 residues of PDH-E1a (green), Mitotracker DeepRed (red), and DAPI (blue) in HIF-1aD/D LT-HSCs

transduced with GFP, Pdk2, or Pdk4 retroviruses.

(D) Intracellular LDH activity in GFP virus-transducedHIF-1a+/+ LSK cells or inHIF-1aD/D LSK cells transduced with GFP, Pdk2, or Pdk4 retroviruses (mean ± SD,

n = 5, *p < 0.000001).

(E) Immunocytochemical assessment of Ki67+ in LSK cells transduced with Pdks for 48 hr on a HIF-1a+/+ or HIF-1aD/D background (mean ± SD, n = 5).

(F) CD150+CD41�CD48� LSK cells after transductionwith GFP, Pdk2, or Pdk4 retroviruses and then 7 days of culture under hypoxia (mean ± SD, n = 3, *p < 0.05).

(G) Quantification of total cell number of CD150+CD41�CD48� LSK cells analyzed in (F).

(H) PB chimerism ofHIF-1aD/D donor cells transduced with Pdk viruses at 1, 2, 3 and 4 months (M) after BMT (mean ± SEM, n = 5, *p < 0.05, **p < 0.02; compared

to HIF-1aD/D+GFP virus).

See also Figure S4.
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competitors into lethally irradiated recipient mice. In contrast to

the capacity of differentiated counterparts, LT-HSCs were

defective in repopulation of primary recipient peripheral blood

at 3–4 months after transplantation (Figure 5C). Four months

after BMT, Pdk2�/�: Pdk4�/� donor-derived cells retained

differentiation capacity of T, B, and myeloid cells comparable

with control donor-derived cells (Figure 5D). At that time,

recipients of Pdk2�/�: Pdk4�/� donor cells exhibited less

chimerism than did recipients of control donor cells in the

LSK-gated, CD34�Flt3� LSK-gated, or SLAM-LSK-gated frac-

tion of BM (Figure 5E), indicating that HSC levels decreased.

We then isolated and transplanted 1 3 106 primary donor-

derived MNCs into secondary recipients. We observed a clear

defect in long-term reconstitution ability of Pdk2�/�: Pdk4�/�

* *

*P<0.02

Control Pdk2 -/- :Pdk4 -/- P value
WBC(/ul) 11429±3259 10000±4320 0.498
RBC(x104/ul) 1019±34 1007±41 0.583
Hb(g/dl) 15.9±0.4 15.0±0.0 <0.001
HCT(%) 51.3±1.3 49.6±1.0 0.014
MCV(fl) 50.4±1.4 49.3±1.7 0.206
MCH(pg) 15.6±0.4 14.9±0.6 0.043
Plt(x104/ul) 88.4±27.4 82.0±36.4 0.716
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Figure 5. Defective Maintenance of Pdk2–/–: Pdk4–/– HSCs after Transplantation

(A) PB counts in control and Pdk2�/�: Pdk4�/� mice (mean ± SD, n = 7).

(B) Colony-forming capacity of control (open bars) and Pdk2�/�: Pdk4�/� LSK cells (closed bars) (mean ± SD, n = 3). CFU-GEMM, CFU-E, CFU-GM, and total

colony numbers are indicated.

(C) PB chimerism in primary BMT recipients of control (open boxes) or Pdk2�/�: Pdk4�/� LT-HSC (closed boxes) cells at 1, 2, 3 and 4 months (M) after BMT

(mean ± SD, n = 10).

(D) Differentiation status (CD4/CD8+ T cells, B220+ B cells, or Mac-1/Gr-1+ myeloid cells) of donor-derived (Ly5.2+) PB cells in primary BMT recipients of control

(open bars) or Pdk2�/�: Pdk4�/� (closed bars) LT-HSCs (mean ± SD, n = 10).

(E) Donor-derived (Ly5.2+) BMMNC, Lin�, LSK, CD34�Flt3� LSK, or SLAM-LSK chimerism in primary BMT recipients of control (open bars) or Pdk2�/�: Pdk4�/�

(closed bars) LT-HSCs 4 months after primary BMT (mean ± SEM, n = 10).

(F) PB chimerism in secondary recipients of BM derived from primary recipients of control (open boxes) or Pdk2�/�: Pdk4�/� (closed boxes) MNCs, at indicated

times after BMT (mean ± SD, n = 10).

(G) Differentiation status (CD4/CD8+ T cells, B220+ B cells, or Mac-1/Gr-1+ myeloid cells) of donor-derived (Ly5.2+) PB cells in secondary BMT recipients of

control (open bars) or Pdk2�/�: Pdk4�/� (closed bars) cells (mean ± SD, n = 10).

(H) Redox-sensitive MitoTracker fluorescence in control (open bars) or Pdk2�/�: Pdk4�/� (closed bars) BM LT-HSCs (n = 3, mean ± SD).

(I) Quantitative PCR analysis of p16Ink4a expression in control (open bars) or Pdk2�/�: Pdk4�/� (closed bars) donor-derived LT-HSCs 4months after primary BMT

(n = 4). Values are normalized to b-actin expression and expressed as fold induction compared to levels detected in HIF-1a+/+ Ly5.2+ LSK samples (mean ± SD).

See also Figure S5.
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HSCs in the PB and BM of secondary recipients (Figures 5F

and S5F) without any differentiation defect 4 months after

secondary transplantation (Figure 5G). We isolated and trans-

planted 1 3 106 secondary donor-derived MNCs into tertiary

recipients. We observed no long-term reconstitution ability

of Pdk2�/�: Pdk4�/� HSCs in the PB of tertiary recipients

(Figure S5G). ROS reportedly induces p16Ink4a expression

(Takahashi et al., 2006), and p16Ink4a enhances HSC aging

(Janzen et al., 2006). We observed increased mitochondrial

ROS production in Pdk2�/�: Pdk4�/� LT-HSCs (Figure 5H).

Thus, ROS-mediated senescence of Pdk2�/�: Pdk4�/� LT-HSCs
could account for loss of stem cell properties through

p16Ink4a upregulation. In support of this idea, we detected

significantly elevated levels of p16Ink4a transcripts in Pdk2�/�:
Pdk4�/� LT-HSCs from primary and secondary BMT recipients

(Figure 5I).

Figure 6. Loss of Cell Cycle Quiescence and Glycolytic Capacity in Pdk2–/–: Pdk4–/– HSCs

(A) Representative flow cytometric plot of Pyronin Y analysis in the LSK-gated fraction of control or Pdk2�/�: Pdk4�/� BM MNCs.

(B) Summary of flow cytometric Pyronin Y analysis of CD34� LSK or CD34+ LSK fractions in control or Pdk2�/�: Pdk4�/� BM MNCs (mean ± SD, n = 6).

(C) Design of short-term BrdU labeling assay in control or Pdk2�/�: Pdk4�/� mice.

(D) Representative flow cytometric plot showing BrdU labeling of the LT-HSC-gated fraction from control or Pdk2�/�: Pdk4�/� BMMNCs. Numbers indicate the

frequency of the BrdU+ fraction in LT-HSCs (mean ± SD, n = 3).

(E) Immunocytochemical staining for the phosphorylated S293 residue of PDH-E1a (green), Mitotracker DeepRed (red), and DAPI (blue) in control or Pdk2�/�:
Pdk4�/� LT-HSCs.

(F) LDH activity in LT-HSCs from control orPdk2�/�: Pdk4�/�mice (mean ± SD, n = 4). Shown are arbitrary values calculated as the value relative to LDH activity in

the control LT-HSC fraction (set to 100).

(G) Intracellular pyruvate concentration in LT-HSCs from control or Pdk2�/�: Pdk4�/�mice (mean ± SD, n = 3). Shown are arbitrary values calculated as the value

relative to intracellular pyruvate levels in the control LT-HSC fraction (set to 100).

See also Figure S6.
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Pdks Are Essential for LT-HSC Cell Cycle Quiescence
and Metabolism
The pivotal role played by Pdk2 andPdk4 in LT-HSC senescence

during transplantation suggests that Pdk-mediated antagonism

of mitochondrial metabolism prevents LT-HSC senescence by

maintaining cell cycle quiescence. To test this hypothesis, we

examined cell cycle kinetics of the Pdk2�/�: Pdk4�/� LT-HSCs

by multicolor flow cytometry. Although the number of LT-HSCs,

ST-HSCs, and MPPs was unchanged in Pdk2�/�: Pdk4�/�

mice (Figures S5D and S5E), we detected specific activation of

the cell cycle, characterized by a reduction in the Pyronin Y�

G0 fraction and an increase in the Pyronin Y+ G1 fraction, in

Pdk2�/�: Pdk4�/� CD34� LSK cells (Figures 6A and 6B). Recip-

ient mice whose BM was replaced by Pdk2�/�: Pdk4�/� MNCs

(Pdk2�/�: Pdk4�/� BM mice) also showed similar loss of the G0

fraction in Pdk2�/�: Pdk4�/� CD34� LSK cells (Figures S6A and

S6B). Interestingly, CD34+ LSK cells showed an increase in the

Pyronin Y� G0 fraction in Pdk2�/�: Pdk4�/� mice (both

Figure 7. Modulation of HSC Cell Cycle Quiescence by a PDH Inhibitor

(A) Design of LT-HSC cultures treated with or without 1-AA for 2 weeks. Light microscopic data show colony morphology.

(B) Effect of 1-AA withdrawal on LT-HSCs after 2 weeks of treatment. Light microscopic colony morphology after 4 weeks of culture.

(C) Intracellular pyruvate concentrations in LT-HSCs treated with or without 1-AA for 4 days (mean ± SD, n = 3). Shown are arbitrary values calculated as the value

relative to intracellular pyruvate in the control LT-HSC fraction (set to 100).

(D) Flow cytometric analysis of LT-HSCs treated with or without 1-AA in vitro for 4 weeks. Numbers indicate the LT-HSC fraction in LSK cells (mean ± SD, n = 4).

(E) Quantitative PCR analysis of p16Ink4a expression in control (open bars) or 1-AA-treated (closed bars) LT-HSCs 2weeks after culture with or without 1-AA (n = 4).

Values are normalized to b-actin expression and expressed as fold induction compared to levels detected in control samples (mean ± SD).

(F–H) Quantification of total cells (F), LSK cells (G), or LT-HSCs (H) from LT-HSC-derived colonies in the absence (control) or presence of 1-AA for 4 weeks in vitro

(mean ± SD, n = 4).

(I) Donor-derived (Ly5.1+) PB chimerism in BMT recipients of control LT-HSCs or LT-HSCs treated with 1-AA for 4 weeks, at indicated times after BMT (mean ±

SD, n = 4–5).

See also Figure S7.
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hematopoietic cells and hematopoietic microenvironment are

Pdk2�/�: Pdk4�/�), but not in Pdk2�/�: Pdk4�/� BM mice

(Pdk2�/�: Pdk4�/� hematopoietic cells and Pdk2+/+: Pdk4+/+

hematopoietic microenvironment) (Figures 6A, 6B, S6A, and

S6B). These observations suggest thatPdk2�/�: Pdk4�/� nonhe-
matopoietic cells limit blood cell production by slowing the G0/

G1 progression of Pdk2�/�: Pdk4�/� progenitors. Also, short-

term BrdU labeling indicated high levels of cycling cells in the

Pdk2�/�: Pdk4�/� LT-HSC population (Figures 6C and 6D). In

addition to the cell cycle defect, we detected metabolic defects

in Pdk2�/�: Pdk4�/� mice. In Pdk2�/�: Pdk4�/� LT-HSCs, PDH-

E1a subunit phosphorylation status was decreased (Figures

6E, S6C, and S6D) and intracellular LDH activity and pyruvate

content were significantly attenuated (Figures 6F and 6G). These

findings indicate that Pdks are necessary to maintain cell cycle

quiescence and LT-HSC metabolic properties.

A Pdk Mimetic Modulates Cell Cycle Quiescence
in LT-HSCs
To determine whether metabolic reprogramming could be

achieved in HSCs, we artificially suppressed PDH activity using

the PDH inhibitor, 1-aminoethylphosphinic acid (1-AA). This

molecule is converted by aminotransferase to the pyruvate

analog acetylphosphinic acid, which competes with pyruvate

to suppress PDH enzymatic activity (Laber and Amrhein, 1987;

Nemeria et al., 2006). In vitro treatment of isolated LT-HSCs,

ST-HSCs, or MPPs with or without 1-AA for 2 weeks maintained

LT-HSCs and ST-HSCs (Figures 7A, S7A, and S7B). No viable

cells were detected in MPPs in the presence of 1-AA after

2 weeks of culture (Figure S7B). Colony growth of LT- or ST-

HSCs in the culture medium was suppressed by 1-AA in vitro

(Figure S7B). LT-HSCs cultured with 1-AA for 2 weeks could

proliferate again after removal of 1-AA (Figure 7B). Treatment

of LT-HSCs with 1-AA in vitro showed higher pyruvate levels

than nontreated LT-HSCs (Figure 7C). In vitro treatment of iso-

lated LT-HSCs, ST-HSCs, or MPPs with or without 1-AA for

4 weeks only maintained LT-HSCs (Figure S7C). No viable cells

were detected in ST-HSCs and MPPs in the presence of 1-AA

after 4 weeks of culture (Figures S7A and S7C). Colony growth

of LT-HSCs in the culture medium was suppressed by 1-AA

in vitro (Figure S7C). Flow cytometric analysis of LT-HSC-

derived colony after 4 weeks of culture revealed preferential

maintenance of LT-HSC frequency within LSK cells in the pres-

ence of 1-AA compared to control cells (Figure 7D). LT-HSCs

treated with 1-AA for 2 weeks lacked expression of p16Ink4a

mRNA in LT-HSCs (Figure 7E). Both the total number of cells

and that of LSK cells were suppressed by 1-AA treatment

after 4 weeks of culture (Figures 7F and 7G). In contrast, 1-AA

treatment maintained the LT-HSC fraction in vitro (Figure 7H).

Transplanted LT-HSC-derived colonies after 4 weeks of culture

retained reconstitution capacity of PB and BM during transplan-

tation (Figures 7I and S7D). These data collectively suggest that

metabolic reprogramming by Pdk induction could be a potent

tool to modulate the cell cycle of LT-HSCs.

DISCUSSION

The present study provides direct evidence for metabolic

specificity of LT-HSCs compared to progenitors or terminally

differentiated cells. Our observations indicate that LT-HSCs

specifically activate glycolysis and suppress influx of glycolytic

metabolites into mitochondria via Pdk activity. We also demon-

strate the importance of glycolytic ATP production promoted

by the HIF-1a/Pdk regulatory system for HSC stem cell capacity

bymaintaining cell cycle quiescence. In lower eukaryotes, quies-

cence is defined not only in terms of the cell cycle but as a meta-

bolically specific state characterized by suppressed catabolism

and resulting in a nondividing phase (Allen et al., 2006; Klosinska

et al., 2011; Laporte et al., 2011). Establishment of cell cycle

quiescence via altered metabolic activity is an effective strategy

to survive extreme conditions of starvation or hypoxia.

Our initial metabolomics analysis of purified HSCs, progeni-

tors, and terminally differentiated cells using CE-TOFMS indi-

cated that quiescent LT-HSCs exhibit specific carbon metabo-

lism phenotypes favoring glycolysis (Figures 1A and S1A). Low

ATP levels generated in LSK fraction subpopulations, which are

maintained by glycolysis, gradually increase during differentia-

tion from LT-HSCs to MPPs through ST-HSCs (Figure 1B). Like-

wise, various glycolytic regulators are highly expressed in LT-

HSCs in a HIF-1a-dependent manner. Among these regulators,

levels of Pdk2 and Pdk4 are regulated by HIF-1a levels. Pdk

actively suppresses mitochondrial metabolism and maintains

ATP generation during hypoxia through PDH-E1a phosphoryla-

tion (Harris et al., 2002). Pdk1 is reportedly a direct HIF-1a target

in murine embryonic fibroblasts and human solid tumor cell lines

(Kim et al., 2006; Papandreou et al., 2006). Our data suggest that

Pdk2 and Pdk4 are downstream effectors of HIF-1a in maintain-

ing LT-HSC cell cycle quiescence. Rescue ofHIF-1aD/DHSCs by

Pdk overexpression as well as loss-of-function experiments in

HSCs from Pdk2�/�: Pdk4�/� mice indicate an important role

for Pdks onLT-HSCcell cycle quiescence in aHIF-1a-dependent

manner. Therefore, Pdk probably functions in two ways, via

activation of glycolysis and suppression of influx of glycolytic

metabolites intomitochondria, tomaintain LT-HSCs in a hypoxic,

hypoperfused, and low-nutrient niche in the BM. Metabolic

activities demonstrated here may also protect HSCs from ROS

generation either through mitochondria or through accelerated

consumption of NADH by LDH activity, which would ameliorate

oxidative stress (Suematsu et al., 1992). In addition, products of

the TCA cycle, including citrate, could return to the cytosol to

drive lipid metabolism required for cell growth and proliferation

(Lum et al., 2007). Thus, Pdk could suppress mitochondrial

ROS generation and decrease the lipid supply to modulate

cellular proliferation. The characteristic metabolite pool in LT-

HSCs may also activate a signaling pathway favoring quies-

cence. Because the Pdk mimetic 1-AA induced increased levels

of pyruvate and enhanced LT-HSC maintenance via cell cycle

quiescence in vitro, suppression of glycolytic metabolic influx

into mitochondria and activation of glycolysis via the HIF-1a/

Pdk system could be the primary event in generating HSC quies-

cence. Activation of a Pdk/PDH checkpoint results in a decou-

pling of glycolysis and the mitochondrial TCA cycle and might

confer a metabolic robustness through two independent energy

factories—glycolysis and TCA cycle—in LT-HSCs. Although 1-

AA induced ST-HSC cell cycle suppression and maintained cells

for 2 weeks, they died in vitro after 4 weeks in culture. Therefore,

cell cycle suppression via the PDH may function not only in LT-

HSCs but also in differentiated ST-HSCs, although additional
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metabolic programs may also maintain ST-HSCs. In addition,

1-AA treatment not only supported the cell number of LT-HSCs

but also had a qualitative effect on transplantation capacity of

LT-HSCs, as shown in Figures 7I and S7D. Overall, suppression

of mitochondrial metabolite flux by Pdks is an efficient strategy

for stem cell maintenance. This observation is in contrast to the

activity of cancer cells, which utilize aerobic glycolysis and

suppress mitochondrial metabolism to promote proliferation

rather than quiescence (DeBerardinis et al., 2008; Jones and

Thompson, 2009). Thus, the existence of differing molecular

mechanisms underlying identical metabolic phenotypes may

suggest strategies for novel tumor-specific therapy.

Although we could rule out the importance of other Pdks,

including Pdk1 and Pdk3, on HIF-1aD/D HSCs, it is noteworthy

thatHIF-1aD/D LT-HSCs, which show decreased Pdk2/4 expres-

sion, exhibit decreased phosphorylation of PDH-E1a and

increased mitochondrial size. These size changes may be due

to HIF-1a-regulated increases in mitochondrial biogenesis

(Zhang et al., 2007) or reduced mitochondrial autophagy (Zhang

et al., 2008). However, reduced ATP content resulting from

attenuated glycolysis, a hallmark of senescent cells (Zwerschke

et al., 2003), seen inHIF-1aD/D LT-HSCs could not be rescued by

mitochondrial ATP generation (Figure 3F), suggesting an essen-

tial role for anaerobic glycolysis in energy production by hypoxic

HSCs. Because VHLD/D LSK cells show decreased mitochon-

drial content, mitochondrial mass is probably also regulated by

the VHL/HIF-1a regulatory system in HSCs and progenitors.

Various studies of HSCs defective in ATP generation indicate

that LT-HSCs exhibit mitochondrial defects (Liu et al., 2009; Na-

kada et al., 2010; Gurumurthy et al., 2010; Gan et al., 2010; Sahin

et al., 2011). Therefore, although influx of glycolytic metabolites

into mitochondria is suppressed by Pdks, mitochondrial meta-

bolic integrity is apparently important for LT-HSC maintenance.

The elucidation of these integrative metabolic programs in LT-

HSCs extends the concept of the stem cell niche and suggests

a strategy for maintaining and expanding HSC resources by

modulating their quiescence via Pdk/PDH modulators or

enhancement of HIF-1a signaling.

EXPERIMENTAL PROCEDURES

CE-TOFMS Analysis

For CE-TOFMS analysis, BM cells including CD34�Flt3� LSK (LT-HSCs),

CD34+Flt3� LSK (ST-HSCs), CD34+Flt3+ LSK (MPPs), Lin� c-Kit+ Sca-1�

(MPs), Gr-1/Mac-1+ (myeloid cells), CD4/CD8+ (T cells), and B220+ (B cells)

(1–2 3 106 cells) sorted from 120 C57BL/6 mice (12 weeks old) were lysed

to extract metabolites. Metabolomic profiling and data analysis were per-

formed twice essentially as described (Soga et al., 2003, 2006).

Mice

Mx1-cre:HIF-1a flox/flox,Mx1-cre:VHLflox/flox or Pdk2�/�: Pdk4�/�mice (Takubo

et al., 2010; Dunford et al., 2011; Jeoung et al., 2006) were genotyped using

PCR-based assays of tail DNA samples. To prepare HIF-1aD/D mice, we

induced Mx1-cre expression by intraperitoneal injection of 400 mg of pIpC

(Amersham or Sigma) into 4- to 8-week-old mice on 3 alternate days. Age-

matched pIpC-injected Mx1-cre:HIF-1a+/+ mice or Cre(-):HIF-1a flox/flox mice

served as controls (HIF-1a+/+ mice). C57BL/6-Ly5.1 congenic or C57BL/6-

Ly5.1/Ly5.2 F1 mice were used for competitive repopulation assays. To

preparemicewithVHLD/D,HIF-1aD/D:VHLD/D orPdk2�/�: Pdk4�/�BM (VHLD/D,

HIF-1aD/D:VHLD/D orPdk2�/�: Pdk4�/�BMmice), we transplanted 63 106–13

107 BM MNCs or CD45+ BM MNCs from Mx1-cre:VHLflox/flox or Mx1-cre:HIF-

1a flox/flox: VHLflox/flox mice into lethally irradiated C57BL/6-Ly5.1 mice. Six

weeks after BMT, we checked for peripheral blood chimerism and utilized

recipients with more than 90% donor-derived cells. Cre expression in replaced

BM was induced by intraperitoneal injection of 250 mg of pIpC (Amersham or

Sigma) on 3 alternate days. Mx1-cre:HIF-1a+/+:VHL+/+ or Pdk2+/+: Pdk4+/+

BM mice served as controls.

Antibodies

The following monoclonal antibodies (mAbs) were used in this study: rat

mAbs against c-Kit (2B8), Sca-1 (E13-161.7), CD4 (L3T4), CD8 (53-6.72),

B220 (RA3-6B2), TER-119, Gr-1 (RB6-8C5), CD34 (RAM34), Mac-1 (M1/70),

CD3 (500A2), Flt-3 (A2F10.1), CD41 (MWReg30), CD48 (HM48-1), CD150

(TC15-12F12.2), CD45.2 (104), and CD45.1 (A20). All rat mAbswere purchased

from BD, eBiosciences, or Biolegend. A mixture of mAbs against CD4, CD8,

B220, TER-119, Mac-1, and Gr-1 was used as a lineage marker (Lineage).

We also utilized anti-Ki67 (SP-6, Labvision), anti-PDH-E1a (pSer293) (Merck),

anti-PDH-E1a (pSer300) (Merck), and anti-COX4-1 (MitoSciences) antibodies

for immunocytochemical experiments.

Flow Cytometry

Analysis of various HSC fractions, detection of Side Population by Hoechst

33342, and Pyronin Y analysis were performed essentially as described (Arai

et al., 2004). For flow cytometry analysis of metabolic properties of quiescent

stem cells, we pretreated BM MNCs in vitro with 2-DG and/or NaN3 10 min

before staining with Hoechst 33342. For flow cytometric analysis of glucose

uptake, BM cells were isolated and preincubated for 30 min at 37�C
with 2-[N-(7-Nitrobenz-2-Oxa-1,3-Diazol-4-yl)Amino]-2-Deoxy-D-Glucose or

2-[N-(7-Nitrobenz-2-Oxa-1,3-Diazol-4-yl)Amino]-2-Deoxy-L-Glucose (negative

control) (Peptide Institute) before staining with surface markers. For intracel-

lular flow cytometry analysis of phosphorylated PDH-E1aS293, cells were fixed

and permeabilized as previously described (Takubo et al., 2010) and stained

with anti-phosphorylated pPDH-E1aS293 antibody and a fluorophore-labeled

secondary antibody.

Immunocytochemistry

Immunocytochemistry of isolated cells was performed as described (Takubo

et al., 2008). In brief, cells were attached to glass slides and fixed with 4%

PFA. Slides were then blocked with a protein blocker (DAKO) to avoid nonspe-

cific staining. Specimens were reacted with primary antibodies followed by

fluorophore-labeled secondary antibodies and nuclear staining.

Cell Cycle Analysis

For immunocytochemical analysis, Ki67+ cells were detected with an anti-Ki67

antibody (SP-6) followed by incubation with a fluorophore-labeled anti-rabbit

Ig antibody (MolecularProbes). The cutoff range for fluorescence was deter-

mined by a negative control sample stained with an isotype control Ig followed

by secondary Ab treatment. The proportion of Ki67-positive cells in each frac-

tion was determined by counting. At least 500 cells per sample were examined

for each specimen. For FACS analysis of the cell cycle, cells were first stained

with antibodies for surfacemarkers and then fixed and permeabilized to detect

the intracellular BrdU with BrdU Flow Kit (Beckman Coulter).

Analysis of Mitochondrial Mass and ROS Production

For confocal microscopy of mitochondria, sorted cells were stained with anti-

COX4-1 antibody or incubated for 30 min at 37�C with 100 nM mitotracker

Deep Red (MolecularProbes), which binds to mitochondrial membranes inde-

pendent of membrane potential. Stained cells were attached to glass slides

and counterstained with TOTO-3 or DAPI (MolecularProbes) for 30 min.

Samples were then three-dimensionally analyzed by laser confocal micros-

copy for the relative mitochondrial volume of individual cells under identical

acquisition settings in the linear range of the acquired fluorescence. We

randomly chose cells in multiple fields (more than five fields per sample). Mito-

chondrial fluorescence was normalized to nuclear DNA fluorescence. To

detect mitochondrial ROS production, we stained sorted cells with 100 nM

Mitotracker Orange CMH2TMROS (MolecularProbes) for 30 min at 37�C and

analyzed them by FACS.

Quantitative RT-PCR

Quantitative PCR was performed as described previously (Takubo et al.,

2008). The cDNA equivalent of 500 cells per reaction was used as a template
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for one PCR reaction. PCR primers for each gene were purchased from Ta-

KaRa Bio.

Virus Transduction

For retrovirus transduction, murine Pdk2 and Pdk4 cDNAs were subcloned

upstream of IRES-EGFP in pMY-IRES-EGFP (Nosaka et al., 1999). To produce

recombinant retrovirus, we transfected plasmid DNA into Plat-E cells by

FuGENE (Roche). Supernatants of transfected cells were used to transduce

LSK cells or LT-HSCs precultured with SCF and thrombopoietin (TPO) for

16 hr. At 48 hr posttransduction, GFP+ cells were sorted by FACS and

analyzed, transplanted, or cultured for assays.

Serum-free HSC Culture

Sorted cells were cultured on U-bottomed fibronectin-coated plates.

Cultures were maintained in SF-O3 medium (Sanko Junyaku) containing

1.0% BSA, 100 ng/ml SCF, 100 ng/ml TPO with or without 1-AA. After 14 or

28 days of cultivation, cells were collected, stained with fluorophore-labeled

mAb, and analyzed by FACS or used for immunocytochemical and metabolic

analysis.

Bone Marrow Transplant

For Pdk rescue experiments, transduced GFP+ LSK cells from HIF-1a+/+

or HIF-1aD/D mice (Ly5.2), together with 4 3 105 BM MNCs from C57BL/

6-Ly5.1 mice, were transplanted into lethally irradiated C57BL/6-Ly5.1 con-

genic mice. For Pdk2�/�: Pdk4�/� mice, 500 CD34�Flt3� LSK cells from

Pdk2+/+: Pdk4+/+ or Pdk2�/�: Pdk4�/� mice (Ly5.2), together with 4 3 105

BM MNCs from C57BL/6-Ly5.1 mice, were transplanted into lethally

irradiated C57BL/6-Ly5.1 congenic mice. For 1-AA treatment, 830 CD34�

Flt3� LSK cells from C57BL/6-Ly5.1 mice were cultured in SF-O3 medium

containing 1.0% BSA, 100 ng/ml SCF, 100 ng/ml TPO with or without 1-AA

and the colony derived from 830 CD34�Flt3� LSK cells at day 28 was

harvested and transplanted into lethally irradiated C57BL/6 mice (Ly5.2)

with 4 3 105 BM MNCs from C57BL/6 mice. One, two, three, and four

months after BMT, peripheral blood was collected and examined to

determine the percentage of donor-derived cells and the differentiation status

of donor-derived cells by FACS. Four months after BMT, BM MNCs were

collected and examined to determine the percentage of donor-derived cells

by FACS.

Determination of Intracellular ATP, LDH Activity, Pyruvate Content,

and PK Activity

Sorted cells (1–5 3 104) were lysed, and intracellular ATP, LDH activity, pyru-

vate content, or PK activity was measured using the Luciferase ATP Determi-

nation Kit (Sigma), the LDH Cytotoxicity Detection Kit (TaKaRa), the Pyruvate

Assay Kit (BioVision), or the Pyruvate Kinase Activity Assay Kit (BioVision),

respectively, following the manufacturers’ instructions.

OCR Determination

Sorted cells (5 3 104) were attached to the bottom of a XF96 Tissue Culture

Plate (Seahorse Bioscience) coated with BD Cell-Tak Cell Adhesive. Then,

cells were incubated in the presence of SCF and TPO with or without oligomy-

cin and OCR was measured by XF96 Extracellular Flux Analyzer (Seahorse

Bioscience).

Analysis of HSC Lactate Production

Sorted cells (1–5 3 104) were cultured under normoxic or hypoxic conditions

for 26 hr. Culture supernatants were then analyzed using the Lactate Assay

Kit (BioVision) following the manufacturer’s instructions.

Statistical Analysis

Data are presented as means ± SD unless stated otherwise. Statistical signif-

icancewas determined by Tukey’s multiple comparison test. To compare two-

group experiments, we used the two-tailed Student’s t test.

SUPPLEMENTAL INFORMATION
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SUMMARY

Human astrocytes are larger and more complex than
those of infraprimatemammals, suggesting that their
role in neural processing has expanded with evolu-
tion. To assess the cell-autonomous and species-
selective properties of human glia, we engrafted
human glial progenitor cells (GPCs) into neonatal
immunodeficient mice. Upon maturation, the recip-
ient brains exhibited large numbers and high propor-
tions of both human glial progenitors and astrocytes.
The engrafted human glia were gap-junction-
coupled to host astroglia, yet retained the size and
pleomorphism of hominid astroglia, and propagated
Ca2+ signals 3-fold faster than their hosts. Long-term
potentiation (LTP) was sharply enhanced in the
human glial chimeric mice, as was their learning, as
assessed by Barnes maze navigation, object-loca-
tion memory, and both contextual and tone fear
conditioning. Mice allografted with murine GPCs
showed no enhancement of either LTP or learning.
These findings indicate that human glia differentially
enhance both activity-dependent plasticity and
learning in mice.

INTRODUCTION

The unique processing capabilities of the human brain reflect

a number of evolutionary adaptations by its cellular constituents

(Fields, 2004). One especially distinct feature of the adult human

brain’s cellular composition is the size and complexity of its

astrocytic cohort. Human astrocytes are both morphologically

and functionally distinct from those of infraprimate mammals,

in that human astroglia are larger and exhibit far greater architec-

tural complexity and cellular pleomorphism, as well as more

rapid syncytial calcium signaling, than their murine counterparts

(Colombo, 1996; Oberheim et al., 2009). These phylogenetic

differences are of particular interest, since astrocytes can both

coordinate and modulate neural signal transmission (Rusakov

et al., 2011; Verkhratsky et al., 1998). These observations

promise to fundamentally transform our view of astrocytes, since

current concepts of the role of astrocytes in neural network

performance are based almost entirely on studies of astrocytic

physiology in the rodent brain (Oberheim et al., 2006).

In this study, we have used a human glial chimericmouse brain

to ask whether the structural complexity and unique functional

properties of human astrocytes influence activity-dependent

plasticity in an otherwise stable neural network. In particular,

we have tested the hypothesis that human astrocytes might

enhance synaptic plasticity and learning relative to their murine

counterparts.

RESULTS

Human Glial Progenitors Exhibit Cell-Autonomous
Astrocytic Differentiation in Mouse Brain
To study human astrocytes in the live adult brain, we generated

chimeric mice in which human glial progenitor cells (GPCs)—iso-

lated by being sorted on the basis of an A2B5+/PSA-NCAM�

phenotype, and then being expanded via a protocol that

promoted differentiation into hGFAP- and A2B5-expressing

astrocytes (Figure S1A available online)—were xenografted

into neonatal immune-deficient mice; these matured to become

adults chimeric for both mouse and human astroglia (Windrem

et al., 2004, 2008) (Figure 1A). The human GPCs were labeled

ex vivo, prior to implantation, with VSVg-pseudotyped

lentiviral-CMV-EGFP; in antecedent pilot experiments, we had

determined that this vector sustained the expression of EGFP

by astroglia for at least 1 year in vivo (Figure 1A). The neonatally

implantedmice were sacrificed at time points ranging from 0.5 to

20 months of age, and their brains were assessed both histolog-

ically and electrophysiologically. Human donor cells were first

identified based on their expression of human nuclear antigen

(hNuclei). The hNuclei+ cells were found to distribute relatively

evenly throughout the forebrain, infiltrating both hippocampus

342 Cell Stem Cell 12, 342–353, March 7, 2013 ª2013 Elsevier Inc.



and cortex (Figure 1B). Human astrocytes were specifically iden-

tified by their intricate EGFP+ fluorescent processes and, in fixed

tissue, by their coexpression of human glial fibrillary acidic

protein (hGFAP) and hNuclei (Figure 1C). By 4–5 months of

age, mice engrafted with human GPCs exhibited substantial

addition of human astrocytes to both the hippocampus and

deep neocortical layers; by 12–20 months, human astrocytes

further populated large regions of the amygdala, thalamus, neo-

striatum, and cortex (Figures 1D–1F). The human astrocytes

appeared to develop and mature in a cell-autonomous fashion,

maintaining their larger size and more complex structure relative

to murine astrocytes (Figures 1G and 1H).

Human astrocytes, defined as EGFP+/hGFAP+/hNuclei+,

regularly extended processes that terminated in end-feet contig-

uously arrayed along blood vessel walls (Figures 2A and 2B).

Their long processes were often tortuous and resembled the

processes of interlaminar astroglia, a phenotype previously

described only in adult human and ape brain (Oberheim et al.,

2006) (Figure 2C); these cells are characterized by long,

unbranched processes that traverse multiple cortical laminae

(Colombo, 2001). Many of the engrafted human astrocytes in

chimeric mice extended processes that spanned >0.5 mm

(Figure 2D). A large number of mitochondria were present in

the long processes (Figure 2E). Other engrafted human cells ex-

hibited the long, varicosity-studded processes of varicose

projection astrocytes, a second class of hominid astrocytes

(Oberheim et al., 2009).

Of note, rag2�/� immunodeficient mice on a C3h background

were generally used as recipients for these experiments,

although rag1�/� immunodeficient mice (on a C57/Bl6 back-

ground) were used for vision-dependent behavioral tests, since

the C3h background of the rag2mice is a visually impaired strain;

we observed no difference in xenograft acceptance, cell

dispersal, or differentiation patterns between these two hosts.

Figure 1. Human Astrocytes Replace Host Glia in Mice Engrafted with Human Glial Progenitors

(A) Schematic outlining the procedure for magnetic cell sort-based isolation (MACS) of human glial progenitors, tagging with EGFP, and xenografting at P1. The

chimeric mice brains were analyzed in 0.5- to 20-month-old chimeric mice.

(B) Representative dot map showing the distribution of human nuclear antigen (hNuclei)+ cells in three coronal sections from a 10-month-old human chimeric

mouse.

(C) The complex fine structure of human astrocytes in chimeric brain replicates the classical star-shaped appearance of human astrocytes labeled with hGFAP

in situ. Most cells in the field are EGFP+/hNuclei+/hGFAP+ (hGFAP, red). Arrows in (C) through (F) show representative examples of human cells (hNuclei, white).

(D) At 5 months, EGFP+ cells typically infiltrated corpus callosum and cortical layers V and VI. All EGFP+ cells labeled with an antibody directed against human

nuclear antigen (hNuclei) and most of the human cells were also labeled with an antibody directed against human GFAP (hGFAP, red).

(E) At 11 months, many areas of cortex were infiltrated by evenly distributed EGFP+/hNuclei+ cells.

(F) The hippocampus was also populated with EGFP+/hNuclei+ cells in a 14-month-old animal, with the highest density in the dentate.

(G) Human EGFP+/hNuclei+/GFAP+ cells (green arrows) were significantly larger than host murine astrocytes (red arrow). The anti-GFAP antibody cross-reacted

with both human and mouse GFAP (red). Inset shows same field in lower magnification.

(H) Histogram comparing the diameter of mouse cortical astrocytes to human cortical astrocytes in situ (freshly resected surgical samples) and xenografted

human astrocytes in cortex of chimeric mouse brain. The maximal diameter of mouse and human astrocytes (in situ and in chimeric mice) was determined in

sections stained with an anti-GFAP antibody that labels both human and mouse GFAP. (n = 50–65; **p < 0.01, Bonferroni t test.)

EGFP, green; hNuclei, white and white arrow; DAPI, blue (B–F). Scale bars: 50 mm (C); 100 mm (D–F); and 10 mm (G). Data graphed as means ± SEM. See also

Figure S1.
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In that regard, we found no evidence of microglial activation in

the xenografted mice, whether in rag1 null or rag2 null hosts,

reflecting both their neonatal engraftment and immunodeficient

backgrounds (Figures S1B–S1F).

Human Astrocytes Coupled Structurally and
Functionally with Mouse Astrocytes
Their cell-autonomous maturation and morphologies notwith-

standing, the engrafted human cells rapidly integrated with

murine host cells. The gap junction tracer Alexa 594 (MW

760), once injected into EGFP+ human cells, spread rapidly

into multiple neighboring EGFP� host cells, suggesting the

competence of interspecies gap junctions linking human and

mouse astroglia, likely derived from the apposition of human

and mouse Cx43 hemichannels (Figure 2F). A large number of

hNuclei+ cells failed to express GFAP but did express

a human-specific isoform of the chondroitin sulfate proteo-

glycan NG2 (Figure 2G), a prototypic marker of parenchymal

glial progenitor cells (Mangin and Gallo, 2011; Robel et al.,

2011). Of note, hGFAP+ and hNG2+ human cells often coexisted

in close proximity, although their relative ratios exhibited consid-

erable variation across regions as well as between individual

Figure 2. Human Astrocytes Retain Hominid-Specific Morphologies in Chimeric Mice

Human protoplasmic astrocytes matured in a cell-autonomous fashion in the chimeric mouse brain environment and retained the long GFAP+, mitochondrial-

enriched processes of native human astroglia.

(A) An EGFP+/hGFAP+ astrocyte makes contact with the vasculature in a 1-month-old chimeric mouse.

(B) Long, unbranched EGFP+ and hGFAP+ astrocytic processes terminated (dashed circle) on the vasculature (laminin; white) 16 days after implantation.

(C) The tortuous shape of EGFP+/hGFAP+ processes in chimeric brains replicate the appearance of GFAP+ processes of interlaminar astroglia in intact human

tissue.

(D) An example of an EGFP+/GFAP+ process that spans >600 mm and penetrates the domains of at least 14 host murine astrocytes (white arrow) (GFAP, red).

(E) Long EGFP+ processes contain a large number of mitochondria (white) in an 11-month-old chimeric mouse.

(F) An EGFP+/hGFAP+ human astrocyte expresses Cx43 (white) gap junction plaques (left panel). An EGFP+ cell (green arrow) loaded with a small gap junction

permeable tracer, Alexa 594 (MW 760) in a cortical slice (P15), is also shown. Alexa 594 (red) diffused into multiple neighboring EGFP� cells (red arrows).

(G) Coexistence of hGFAP+ (red)/hNuclei+ (white) cells (red arrows) and hNG2+ (green)/hNuclei+ cells (green arrows) in the dentate of a 12-month-old chimeric

mouse.

EGFP, green (A–F); hGFAP, red (A–C). Scale bars: 10 mm (A and C); 20 mm (B, E, and G); 50 mm (D and F, right panel); and 5 mm (F, left panel). See also Figure S2.
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mice (Figure 2G). Transferrin immunostaining failed to detect

any human oligodendroglia, consistent with our prior assess-

ment of glial progenitor cell fate upon transplantation to normally

myelinated brain (Windrem et al., 2009) (Figures S2A and S2B):

whereas a large proportion of engrafted human GPCs differen-

tiate into oligodendrocytes in hypomyelinated shiverer mice,

essentially no human oligodendrocytes were found in similarly

engrafted wild-type mice (Windrem et al., 2009).

Human GPCs and Astrocytes Exhibited Distinct
Physiological Phenotypes in Mouse Brain
To evaluate the electrophysiological properties of human astro-

cytes engrafted in mice, acute hippocampal slices were

prepared from chimeric mice ranging from 4 to 10 months of

age (6.5 ± 0.4 months old, mean ± SD). Donor astrocytes could

be readily identified by their EGFP fluorescence and by their

large, symmetric, highly branched astrocytic morphologies.

The tagged donor cells were filled with Alexa 594 or the Ca2+

indicator rhod2 during whole-cell recordings, and their pheno-

type was verified by immunolabeling for GFAP (Figure 3A).

EGFP+ human astrocytes exhibited a higher input resistance

than that of host murine astrocytes (51.6 ± 2.5MU, n = 37, versus

29.2 ± 3.2 MU, n = 17, respectively, means ± SEM; p < 0.05,

Steel-Dwass test). In contrast, the resting membrane potential

of human astrocytes (�69.2 ± 1.5 mV, n = 37) was not signifi-

cantly different from that of untagged host astrocytes

(�73.9 ± 1.7 mV, n = 17, p > 0.05) (Figures 3B–3D). Whereas

all large and symmetric EGFP+ donor cells exhibited passive

membrane currents and linear current to voltage (I/V) curves,

another population of smaller EGFP+ human cells with compact,

asymmetrically branched morphologies manifested a much

higher input resistance (147.8 ± 11.7 MU, n = 14). These donor

cells manifested voltage-gated currents and depolarization-trig-

gered outward currents with delayed activation (Figure 3B) and

expressed a human epitope of chondroitin sulfate proteoglycan

NG2, identifying them as persistent glial progenitors (Figure 2G)

(Kang et al., 2010; Robel et al., 2011). Together, these histolog-

ical and electrophysiological analyses supported the notion that

a large proportion of engrafted human cells differentiated into

protoplasmic astrocytes, forming a functional syncytium with

their murine host, and that these were accompanied by large

numbers of coengrafted NG2+ human glial progenitors.

Human Astrocytes Propagate Calcium Waves More
Quickly than Do Murine Astroglia
Astrocytes are electrically nonexcitable and are incapable of

electrochemical communication. Instead, the principle mecha-

nism of astrocytic signaling involves transient elevations of cyto-

solic Ca2+ (Cotrina and Nedergaard, 2005). In light of the larger

and more complex architecture of human astrocytes, we next

askedwhether propagation of intracellular Ca2+ signals in human

astrocytes differs from that of rodents. To compare intracellular

Ca2+ wave propagation between human and mouse astrocytes,

we initiated localized Ca2+ increases by photolysis of cagedCa2+

(Parpura and Verkhratsky, 2012; Rusakov et al., 2011). Photol-

ysis of caged Ca2 loaded specifically into astrocytes was used

to avoid potentially confounding alterations in local synaptic

activity. Intracellular Ca2+ waves were evoked when we directed

a UV beam at long processes of astrocytes filled with rhod2 and

NP-EGTA by a patch pipette. The subsequent spread of Ca2+

signals was visualized using two-photon excitation (Figure 3E).

Line scanning with high temporal resolution (2–4 ms) showed

that intracellular Ca2+ wave propagation was significantly faster

in human astrocytes than in murine cells; intracellular Ca2+

increases propagated with a velocity of 15.8 ± 0.7 mm/s among

human glia compared to 5.7 ± 0.4 mm/s in resident murine astro-

cytes (n = 22–34, 6.5 ± 0.4 versus 7.0 ± 0.5 months old, mean ±

SEM, p < 0.05, Steel-Dwass test) (Figures 3F–3H). To determine

whether the faster intracellular Ca2+ waves in human astrocytes

were an artifact of xenograft, we also assessed intracellular Ca2+

wave spread in slices of fresh human brain tissue obtained at

surgical resection for distant lesions (mean age of patients:

30.6 ± 8.8 years, n = 3). Human astrocytes in these surgical

resections similarly propagated intracellular Ca2+ waves much

more rapidly than did murine astrocytes (n = 10) (Figure 3H).

Together, these experiments demonstrated that intracellular

Ca2+ signals propagate at least 3-fold faster within human astro-

cytes than in their rodent counterparts, and do so in human glial

chimeric mice just as in human brain tissue. Of note, we were

unable to evaluate intercellular Ca2+ wave propagation, as only

slices prepared from young mice pups load well with esterified

(AM) Ca2+ indicators (Dawitz et al., 2011).

Human Astrocytes Accentuate Excitatory Synaptic
Transmission in the Murine Hippocampus
A principal function of astrocytes is to monitor local synaptic

activity by their expression of metabotropic neurotransmitter

receptors for both glutamate and GABA (Parpura and

Verkhratsky, 2012; Rusakov et al., 2011). These receptors acti-

vate intracellular signaling pathways, mediated primarily by

increases in cytosolic Ca2+, which are linked to synaptic plas-

ticity (Parpura and Zorec, 2010). To assess the selective impact

of human astrocytes on neural transmission within the host

murine neural network, we compared synaptic activity in hippo-

campal slices prepared from human glial chimeric mice to that of

both their unengrafted and allografted littermate controls. We

focused on the hippocampal dentate granule layer because of

the many electrophysiological and behavioral tests by which

hippocampal function, learning, and LTP could be assessed

(Lee and Silva, 2009). In addition, human cells typically densely

engrafted this area; these included an admixture of GFAP+/

hNuclei+ andNG2+/hNuclei+ cells (Figures 1B, 1F, and 2G). Stim-

ulation of the medial perforant path (Colino and Malenka, 1993)

consistently evoked a significantly steeper slope of field excit-

atory postsynaptic potentials (fEPSP) in the humanized chimeric

mice than that in either their uninjected littermates ormouseGPC

allografted controls (n = 3–40, F = 3.15, by two-way ANOVA,

p = 0.044) (Figure 4A). The allograft controls comprised a set of

mice neonatally engrafted with murine GPCs derived from

EGFP transgenic mice, and they otherwise underwent the

same isolation and engraftment protocols as those using human

GPCs. The steeper slope of the fEPSPs in the humanized

chimeras compared to that of the uninjected controls was still

evident after normalization to the fiber volley amplitudes,

a measure thought to reflect the number of stimulated axons

(Figure S3A). Thus, slices with human glia exhibited a significant

enhancement in their basal level of excitatory synaptic transmis-

sion over a wide range of stimulation intensities.
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Human Astrocytes Enhance LTP in the Adult Murine
Hippocampus
We next asked if human astrocytes might affect synaptic

plasticity by assessing the effect of human glia on long-term

potentiation (LTP). Two trains of high-frequency stimulation

Figure 3. Functional Properties Indicate

High-Density Host Engraftment by Both

Human Glial Progenitors and Astrocytes

(A) Large and symmetric EGFP+ cell (green) in

an acute cortical slice prepared from a mouse

engrafted with human EGFP+ glial progenitors

4 months earlier. Inset: lower magnification of

the same field. The EGFP+ cell was loaded

with rhod2 (red) by a patch pipette. Rhod2

diffused into several neighboring EGFP� cells

(white arrows, top panel). Cell identity was

verified when we immunolabeled against GFAP

(red, below panel). Neighboring cells were

GFAP+ and their shape was characteristic of

mouse astrocytes, indicating that the human

EGFP+/GFAP+ astrocytes were coupled by

functional gap junctions to host GFAP+ astro-

cytes.

(B) I/V curves from host mouse astrocytes (n = 17);

smaller, less complex EGFP+ human cells,

presumably glial progenitor cells (n = 14); and

large and symmetric human EGFP+ cells,

presumably astrocytes (n = 37).

(C and D) Comparison of the input resistance

and gap-junction-coupled cells detected as

the number of neighboring cells labeled with

Alexa 594. Mouse and large EGFP+ cells

(presumed human astrocytes) both manifested

low input resistance and were extensively

coupled by gap junctions. In contrast, small

EGFP+ cells—presumed human GPCs—ex-

hibited high input resistance and were not gap

junction coupled. (n = 14–37, *p < 0.05, Steel-

Dwass test.) Membrane potentials were not

significantly different.

(E) Photolysis of caged Ca2+ in an EGFP+ as-

trocytic process. White ‘‘X’’ shows initiated point;

white arrowhead shows Ca2+ propagation.

(F) Top: line scan position across the length of

a mouse astrocyte filled with NP-EGTA and rhod2.

Bottom: line scan image of an intra-astrocytic

Ca2+ wave initiated by photolysis of the cell body.

White dashed line indicates the velocity of the

intracellular Ca2+ wave.

(G) Line scan image of a human astrocyte in

a chimeric mouse.

(H) Comparison of velocities of intracellular Ca2+

waves in host murine and engrafted human

EGFP+ astrocytes and in human astrocytes in

freshly resected surgical tissue. (n = 8–35,

*p < 0.05, Steel-Dwass test.)

Scale bars: 30 mm (A); 100 mm (A, insert);

20 mm (B); and 10 mm (E). Data graphed as

means ± SEM.

(HFS) potentiated the fEPSP slope to

151.2% ± 8.1% of baseline in chimeric

mice, compared with 138.6% ± 7.6%

in control littermates (n = 7 mice in

both groups, 13.8 ± 1.1 versus 12.6 ± 0.4 months old, re-

spectively, ages provided as mean ± SEM) (Figure 4B). The

enhancement of fEPSP slope persisted at 60 min in humanized

chimeric mice (113.6% ± 3.8%, p < 0.05), whereas fEPSP slope

in unengrafted controls fell to 103.2% ± 3.9% (not significantly
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different from the fEPSP slope prior to HFS, p = 0.169).

Mouse allografted controls exhibited an initial increase to

138.5% ± 2.3%, which fell to 103.8% ± 1.3% at 60 min (not

significantly different from the fEPSP slope prior to HFS, n = 7,

14.0 ± 0.1 months old, p = 0.29, t test) (Figure 4B). Thus, the

observed enhancement of LTP was a specific feature of human

glial chimerization, and was not attributable to cell engraftment

per se.

The enhancement of LTP can result from both presynaptic

and postsynaptic mechanisms. An analysis of paired-pulse

facilitation before and after HFS in chimeric mice suggested

that postsynaptic mechanisms most likely underlie the

enhancement of fEPSP slope in humanized chimeric mice

(Figures S3B and S3C). To evaluate the relative contribution

of AMPA- and NMDA-receptor-mediated currents to the

enhancement in LTP in the chimeric mice, we analyzed the

effect of NMDA receptor blockade using the NMDA receptor

antagonist APV. We found that the NMDA receptor component

accounted for only 4.7%–12% of fEPSP, with no significant

differences across the groups analyzed, indicating that NMDA

NR1 expression was not increased in the human glial chimeras.

These findings suggest that NMDA receptor activation played

a minor role, if any, in the enhancement of synaptic plasticity

in the chimeric mice (n = 15–27) (Figure 4C). Since NMDA

receptors have a higher affinity for glutamate than do AMPA

receptors (Malinow and Malenka, 2002), these observations

also suggest that the potentiation of fEPSPs in human glial

chimeric mice was not the result of increased synaptic release

of glutamate; this is consistent with the lack of enhancement

of paired-pulse suppression in the chimeric mice (Figures S3B

and S3C).

Neither Adenosine nor D-Serine Accounted for the
Enhancement of LTP by Human Glia
Several mechanisms exist by which astrocytes can modulate

excitatory transmission. Astrocytes release ATP, which, after

degradation to adenosine by extracellular ectonucleotidases,

can suppress both basal synaptic transmission and activity-

dependent increases in synaptic strength (Pascual et al., 2005;

Zhang et al., 2003). However, it seems unlikely that adenosine

contributed to the enhanced synaptic strength observed in the

xenografted mice. The A1 receptor antagonist 8-cyclopentyl-

1,3-dipropylxanthine (DPCPX) (Grover and Teyler, 1993; Wu

and Saggau, 1994) did not decrease the threshold for induction

of LTP in control mice; in slices exposed to 100 nM DPCPX, the

fEPSP slope returned to 101.9%± 3.6%60min after HFS, similar

to untreated slices (Figures 4D and 4E). Thus, it is unlikely that the

reduced threshold for LTP in chimeric mice was a consequence

of altered adenosine concentrations.

Astrocytes can also modulate excitatory transmission via their

release of D-serine (Panatier et al., 2006; Yang et al., 2003).

D-serine acts as an endogenous coagonist of NMDA receptors

and facilitates NMDA receptor activation, thereby potentiating

the insertion of additional AMPA receptors into the postsynaptic

membrane (Panatier et al., 2006; Yang et al., 2003). We tested

the effect of adding D-serine to the bath of slices prepared

from control mice. D-serine had no effects on the fEPSP slopes

in accordance with previous reports (p = 0.216, n = 6) (Panatier

et al., 2006; Yang et al., 2003). Moreover, neither D-serine nor

immunolabeling for its synthetic enzyme, serine racemase,

differed between human glial chimeric and uninjected control

mice (Figures S3D and S3E). These observations suggest that

the lower threshold for induction of LTP in human glial chimerics

Figure 4. Strengthening of Excitatory

Transmission and Synaptic Plasticity in

Murine Brain by Engrafting of Human Glial

Cells

(A) Comparison of field EPSPs (fEPSPs) in human-

ized chimeric mice and their unengrafted littermate

andmouseGPC allografted controls. The slopes of

fEPSP were significantly increased in human

chimeric mice. (n = 3–40, F = 3.15, by two-way

ANOVA with Bonferroni post hoc t test, *p < 0.05).

(B) Induction of LTP by two trains of high-

frequency stimulation (each train consisted of

100 pulses at 100 Hz, with 30 s between bursts) in

human chimeric mice, but not in unengrafted

littermates and allografted mice. (n = 7 mice each

group, *p < 0.05, t test compared between before

and 60 min after the stimulation for each group.)

(C) Relative decreased percentage of fEPSP by

addition of NMDA receptor antagonist APV

(50 mM) in each group (n = 15–27).

(D) The adenosine A1 receptor antagonist DPCPX

failed to increase the fEPSP slope in unengrafted

rag2 controls (100 nM DPCPX, n = 8, p > 0.05,

Bonferroni test).

(E) The adenosine A1 receptor antagonist DPCPX

did not decrease the threshold for induction of LTP

in unengrafted controls; the fEPSP slope returned

to101.9%±3.6%by60minafterHFS,similar to the

rate of extinction in untreated slices (n = 8, t test).

Data graphed as means ± SEM. See also Fig-

ure S3.
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was not a consequence of altered adenosine tone or increased

glial release of D-serine.

Human Glial TNFa Potentiates Synaptic Transmission
via an Increase in GluR1 Receptors
Release of the cytokine TNFa comprises an alternative mecha-

nism by which glia might modulate LTP. Cultured astrocytes

constitutively release TNFa, which induces the addition of

AMPA receptors to neuronal membranes, thereby enhancing

excitatory synaptic transmission (Beattie et al., 2002; Stellwagen

and Malenka, 2006). To assess the involvement of TNFa in the

strengthening of excitatory transmission in the human glial

chimeric mice, we first confirmed that TNFa increased both

AMPA receptor current (Figure 5A) and AMPA GluR1 immuno-

labeling in hippocampal slices (Figure 5B). In contrast, TNFa

did not affect expression of the NMDA receptor NR1 subunit in

the same slices (Figure 5B). On that basis, we next asked

whether chimeric mice expressed human TNFa. Using qPCR

Figure 5. Astrocytic TNFa Contributes to LTP Facilitation in Chimeric Mice, which Is Attenuated by Thalidomide

(A) Hippocampal slices prepared from littermate control immunodeficient mice exhibited a potentiation of fEPSP in response to TNFa (n = 6, 12–16 months,

*p < 0.05, **p < 0.01, Bonferroni post hoc t test). Inset: fEPSP slopes plotted as a function of fiber volley amplitude.

(B) Hippocampal slices exposed to TNFa (600 nM; 2–4 hr) exhibited an increase in the intensity of the GluR1 subunit of AMPA receptors as seen via

immunolabeling, but not in that of the NR1 subunit of NMDA receptors (n = 5, 9–11 months, **p < 0.01, t test).

(C) Human chimeric mice exhibited a higher intensity of immunolabeling for TNFa and GluR1, but not for NR1 (n = 7, 7–20 months, *p < 0.05, **p < 0.01, t test).

(hNuclei, white; representative human cells, white arrows).

(D) Thalidomide also decreased the immunolabeling of TNFa and GluR1, but not that of NR1, in chimeric mice (hNuclei, white; n = 6, 12–16 months, *p < 0.05,

**p < 0.01, t test).

(E) The facilitation of LTP in chimeric micewas impaired by thalidomide (n = 6, 12.6 ± 0.3 versus 12.5 ± 0.5months old, respectively, means ± SEM, p < 0.05, t test).

(F) Thalidomide did not change the contribution of NMDA receptor activation to fEPSP. Recordings of fEPSPs were obtained before and after addition of the

NMDA receptor antagonist APV (50 mM), and the difference was calculated (n = 4).

(G) Phosphorylation of the Ser831 site of GluR1 was increased in chimeric mice compared with unengrafted littermate controls. Thalidomide attenuated the

increase in phosphorylation of the Ser831 site of GluR1, but had no effect in unengrafted littermate controls, white arrows shows hNuclei+ cells. (n = 6,

9–16 months, *p < 0.05, t test).

Scale bars: 100 mm (B, C, D, and G). All data are graphed as means ± SEM. See also Figure S4.
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we found that human-specific sequence encoding TNFa was

indeed highly expressed in the chimeras, yet undetectable in

unengrafted mice (Figure S4A). Immunolabeling confirmed that

the human glial chimeras exhibited significant increases in

both TNFa and GluR1, but not in NR1 (Figure 5C). We thus asked

whether the inhibition of TNFa production might suppress excit-

atory hippocampal transmission in chimeric mice, and if so,

whether TNFa inhibition might abrogate the effects of human

glial chimerization on LTP.

Previous studies have analyzed the effect of TNFa on excit-

atory transmission in vitro by adding soluble TNFR1 receptors

to scavenge free TNFa (Beattie et al., 2002; Stellwagen and

Malenka, 2006). Since soluble TNFR1 would not be expected

to be an efficient inhibitor in vivo, we instead administered thalid-

omide, a potent, BBB permeable inhibitor of TNFa production

(Ryu and McLarnon, 2008). Human glial chimeric mice treated

with thalidomide exhibited a significant suppression of fEPSP

slopes compared to those receiving vehicle (0.5% carboxy-

methylcellulose) (1.41 ± 0.15 mV/ms versus 1.05 ± 0.24 mV/ms

at 0.1 mA, means ± SEM, p < 0.05, n = 12). In contrast, excitatory

transmission in unengrafted littermates was unaffected by

thalidomide (1.02 ± 0.12 mV/ms versus 0.97 ± 0.20 mV/ms at

0.1 mA, p = 0.32, n = 12). These observations suggested that

thalidomide selectively targeted the potentiation of excitatory

transmissionmediated by human glial TNFa. Accordingly, thalid-

omide also reduced the expression of both TNFa and GluR1 in

the human glial chimeras, but not that of NR1 (Figure 5D). Impor-

tantly, thalidomide also prevented the facilitation of LTP in the

human glial chimeras: two trains of HFS failed to trigger LTP in

slices taken from chimeras pretreated with thalidomide

(106.3% ± 3.9%, n = 6, 12.6 ± 0.3 months of age), whereas the

activity-dependent potentiation of fEPSPs persisted in vehicle-

treated human glial chimeras (117.6% ± 4.8%, n = 6, 12.5 ±

0.5 months, p < 0.05, t test) (Figure 5E). Thalidomide did not alter

the number of NMDA receptors activated in response to medial

perforant-path fiber stimulation in either chimeric or unengrafted

controls, suggesting that thalidomide specifically suppressed

the number of functional AMPA receptors consistent with prior

publications showing that TNFa drives membrane insertion of

AMPA receptors (Figure 5F) (Beattie et al., 2002; Stellwagen

and Malenka, 2006). Thus, TNFa released by human glial cells

(Figure S4A, Figure 5C) enhanced host neuronal fEPSPs by

increasing the number of functional postsynaptic GluR1 AMPA

receptors (Figure 5C), and conversely, thalidomide suppressed

plasma membrane insertion of AMPA receptors, but not NMDA

receptors, by inhibiting TNFa production (Figure 5D).

TNFa regulates a number of cellular processes through protein

kinase C (PKC)-mediated phosphorylation (Faurschou and

Gniadecki, 2008), which is thus disrupted by thalidomide. Since

phosphorylation of GluR1, at sites critical for its synaptic

delivery, is both necessary and sufficient for lowering the

threshold for inducing LTP (Hu et al., 2007), we thus next asked

if the phosphorylation state of the GluR1 subunit differed

between human glial chimeric mice and their littermate controls.

We focused on two phosphorylation sites, Ser845 (PKA site) and

Ser831 (PKC/CaMKII site), each of which is critical for the

synaptic insertion of GluR1 (Hu et al., 2007), and assessed the

effects upon each of human glial chimerization and of thalido-

mide. Quantitative immunohistochemistry revealed that human

glial chimeric mice exhibited a significant increase in Ser831

phosphorylation, the PKC-sensitive site (n = 6, p = 0.008,

t test); this was significantly attenuated in human glial chimeras

receiving thalidomide, but not in their unengrafted control litter-

mates (n = 9–10; p > 0.4, t test) (Figure 5G). In contrast, phos-

phorylation of the Ser845 PKA site was unaffected either by

the engraftment of human glia or by thalidomide (n = 6, p >

0.05, t test) (Figures S4B and S4C). Together, these results sug-

gested that human glia facilitate synaptic insertion of the GluR1

subunit in host murine neurons through a TNFa-dependent,

PKC/CaMKII-mediated pathway, which lowers the threshold

for induction of LTP in human glial chimeric mice.

Enhanced Learning in Humanized Chimeric Mice
Stable, long-lasting changes in synaptic function, such as those

revealed by our LTP studies, are thought to be involved in

learning andmemory (Lee and Silva, 2009). Since LTPwasmark-

edly enhanced in human glial chimeric mice, we next asked if

these mice also exhibited improved learning. We first assessed

whether auditory fear conditioning (AFC)—a task in which the

mice learn to fear an innocuous tone by pairing it with foot shock

(Zhou et al., 2009), and which does not require visual input

(rag2�/� mice are blind)—was potentiated in the human glial

chimeras. To this end, we compared the rate of acquisition of

AFC in xenografted human glial chimeras to that of both allog-

rafted murine glial chimeras and unengrafted littermate controls

(Figure 6A). The allografted mice—which were also generated in

immunodeficient rag2 null hosts—received neonatal grafts of

A2B5+ cells isolated from transgenic mice with constitutive

EGFP expression, which allowed us to readily identify murine

donor cells. After just a single pairing of the tone with foot shock,

the human glial chimeric mice exhibited a significant enhance-

ment in learning of the tone foot shock association: they showed

greater fear to the tone asmeasured by scoring freezing behavior

(the cessation of all movement except for respiration) than did

either allografted chimeras or unengrafted controls (n = 5–20,

9.6 ± 1.0 months old, F = 18.9, two-way repeated-measures

ANOVA, p < 0.001). Moreover, after 3 continuous days of

training, humanized chimeric mice also showed enhanced AFC

during the 3 remaining days of testing, as manifested by their

higher levels of freezing in response to the conditioned tone

(p < 0.01, post hoc Bonferroni test). In contrast, neither murine

glial chimeric mice nor unengrafted controls manifested any

increase in freezing behavior during the same period, despite

having been subjected to an identical fear conditioning paradigm

(p > 0.05; Bonferroni test) (Figure 6A). Of note, no differences

were observed between the human glial chimeras and their

controls in the reaction to foot shock (n = 5, 9.6 ± 1.0 months

old, F = 0.08 by two-way ANOVA, p > 0.5) (Figure S5A), suggest-

ing that their respective nociceptive thresholds were analogous.

To specifically assess hippocampus-dependent learning, we

next prepared chimeric mice using rag1 immunodeficient mice

(maintained on a C57/Bl6 background), which differ from their

rag2 null counterparts (on a C3h background) by having normal

vision. We first compared the net engraftment of human GPCs,

as well as their relative differentiation into hNG2+ GPCs or

GFAP+ astroglia, in human glial chimeras established in rag1

null and rag2 null mice. We focused on hippocampal learning,

as this region was used for our analysis of LTP (Lee and Silva,
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2009; Manns and Eichenbaum, 2009). We found that both the

engraftment and differentiation of human GPCs in rag1 and

rag2 immunodeficient mice were indistinguishable from one

another (Figures S5B and S5C). On that basis, we next assessed

the effect of chimerization of rag1 null immunodeficient mice on

contextual fear conditioning (CFC), a hippocampal-dependent

task in which mice learn to fear a context in which they receive

a foot shock (Fanselow and Poulos, 2005). The human glial-

chimeric mice exhibited enhanced performance in CFC

throughout all 4 days of training (Figure 6B). By just the second

day, the human glial chimeric mice exhibited substantially

more rapid and robust CFC than their nonchimeric littermate

controls (n = 6, 6.9 ± 0.1 months of age, F = 14.8 by two-way

repeated-measures ANOVA, p = 0.003), and continued to

display enhanced CFC during the subsequent 2 days of CFC

training (Figure 6B). To exclude the possibility that a generalized

increase in freezing behavior could explain the observed differ-

ences, we also examined the context specificity of freezing

responses. In these experiments, the mice were placed in

a second chamber with a different floor and odor. Chimeric

mice exhibited superior discrimination between the two

contexts, suggesting stronger contextual learning, as opposed

to a nonspecific higher level of fear (n = 8–13, 7.6 ± 0.1 months,

p < 0.05, t test) (Figure 6B). No differences were observed in

the reaction times to foot shock between the human glial

chimeras and their rag1 null immunodeficient controls (n = 5,

9.6 ± 0.95 months, F = 0.08 by two-way ANOVA, p > 0.5)

(Figure S5A). Moreover, neither thermal nor mechanical sensi-

tivity were affected by chimerization of either rag1 or rag2 mice

(Figures S5D and S5E), suggesting that their respective nocicep-

tive thresholds were analogous.

To better assess the scope of performance enhancement in

the human glial chimeras, we next assessed their performance

in the Barnes maze, another hippocampal-dependent learning

task. In this spatial learning task mice learn the location of

a hole that leads to an escape/drop box. By just the second

day of serial daily testing, the human glial chimeras made

fewer errors and displayed a significantly shorter latency in

finding the drop box compared to their littermate controls

(n = 6, 7.4 ± 0.1months, F = 13.4 by two-way repeated-measures

ANOVA, p = 0.004) (Figure 6C). These differences persisted

throughout the four-trial testing period (n = 6, 7.4 ± 0.1 months,

F = 11.4, p = 0.007). With additional training, the unengrafted

control mice were capable of completing the task, indicating

Figure 6. Humanized Chimeric Mice Learn

Faster than Controls

(A) Auditory fear conditioning assessed in a cohort

of human chimeric, mouse chimeric, and un-

engrafted control rag2 null mice. Chimeric mice

exhibit prolonged freezing behavior in test

chamber 2 during exposure to the tonal condi-

tioned stimulus when compared to unengrafted

mice and allografted mice (n = 5–20, *p < 0.05,

**p < 0.01, two-way repeated-measures ANOVA

with Bonferroni test, means ± SEM). This differ-

ence persisted throughout all 4 days.

(B) Contextual fear conditioning in human glial

chimeric mice and littermate control rag1 null

mice. Freezing behavior was quantified for

chimeric and unengrafted littermate controls

during the 2 min acclimatization period (n = 6, *p <

0.05, **p < 0.01, two-way repeated-measures

ANOVA with Bonferroni test). In addition the mean

discrimination ratio for each day was obtained

from freezing scores in the training chamber

and the alternative chamber (freezing in training

chamber/total freezing time). Chimeric mice

demonstrated significantly greater abilities to

discriminate the chambers (n = 8–13, *p < 0.05,

**p < 0.01, two-way repeated-measures ANOVA

with Bonferroni test).

(C) Barnes maze testing in chimeric and un-

engrafted rag1 null littermate controls. Chimeric

mice demonstrated a significant learning advan-

tage, as reflected in a shorter latency and fewer

errors in solving the maze (n = 6, *p < 0.05, **p <

0.01, two-way repeated-measures ANOVA with

Bonferroni test).

(D) Object-Location Memory Task (OLT) in

chimeric mice and their unengrafted rag1 null

littermate controls demonstrated a learning

advantage in chimeric mice via enhanced recog-

nition of the novel displaced object. Thalidomide eliminated the learning advantage of chimeric mice, suggesting that the learning enhancement was TNFa

mediated (n = 7, **p < 0.01, one-way ANOVA with Bonferroni test).

All data are plotted as means ± SEM. See also Figure S5.

Cell Stem Cell

Human Glia Enhance Learning in Mice

350 Cell Stem Cell 12, 342–353, March 7, 2013 ª2013 Elsevier Inc.



that they could master the task if given sufficient training

(Figure S5F).

Next, we tested the mice in the Object-Location Memory Task

(OLT), another hippocampal-dependent task (Manns and

Eichenbaum, 2009). OLT tests the ability of the animal to recog-

nize a familiar object in a novel location. Chimeric mice exhibited

a substantially greater preference for objects in novel locations

than their controls (58.6% ± 4.8% versus 41.8% ± 2.3%,

means ± SEM, n = 7, 7.2 ± 0.1 months, p = 0.008, t test)

(Figure 6D). Thalidomide treatment did not affect appreciably

the performance of the unengrafted littermate controls on

the OLT, but reduced the performance of the human glial

chimeric mice to the levels of controls (n = 7, 7.8 ± 0.1 months,

p = 0.82, t test) (Figure 6D). Thus, thalidomide selectively abro-

gated the chimerization-associated performance enhancement

of the human glial chimeras.

Together, these results indicate that relative to either unen-

grafted mice or mice allografted with A2B5+-sorted, EGFP+

murine GPCs, human glial chimeric mice exhibit enhanced

performance in four different learning tasks: AFC, CFC, Barnes

maze, and novel object location. Moreover, the analysis of AFC

indicates that alloengraftment by mouse GPCs did not affect

the learning of the recipient mice, supporting the notion that

the improved learning in the humanized chimeras resulted

from the presence of human glia, rather than from cell engraft-

ment per se. As an additional control, we also noted that social

interactions did not differ between human chimeras generated

by engraftment in rag1 mice and their littermate controls (n = 5,

6.9 ± 0.1 months, p > 0.05, t test) (Figures S5G and S5H), indi-

cating that chimerization did not seen to affect their interactions

with other mice.

DISCUSSION

Prior studies have documented that astrocytes regulate synaptic

transmission and actively participate in the synaptic efficiency of

neural circuits in the rodent CNS (Fields, 2004; Nedergaard and

Verkhratsky, 2012; Parpura and Verkhratsky, 2012; Rusakov

et al., 2011). A parallel, hitherto nonoverlapping line of work

has shown that human astrocytes are larger and far more struc-

turally complex than those of rodents (Colombo, 1996; Oberheim

et al., 2009); this has led to the hypothesis that astrocytic evolu-

tion has been critical to the increased scope and capacity of

central neural processing that have attended hominid evolution

(Colombo, 1996; Oberheim et al., 2006, 2012). In support of

this hypothesis, genomic studies have revealed that the greatest

differences in brain gene expression between humans and mice

are in glial transcripts (Miller et al., 2010).

In this study, we created human glial chimeric mice, in which

immunodeficient but otherwise normal mice were engrafted

neonatally with large numbers of human glial progenitors,

resulting in the widespread integration of human glia into the

mouse brain. By the time these mice reached adulthood, a large

proportion of their forebrain glia were replaced by human cells.

The chimerization was slowly progressive, so that extensive

infiltration of cortex and hippocampus by human cells was

evident by 4–12 months (Figure 1). The xenografted human

cells remained as NG2-defined glial progenitor cells or differen-

tiated as hGFAP+ astrocytes; remarkably, the latter maintained

their characteristic, large, and complex hominid-selective

morphologies (Figure 2). In addition, some assumed the

characteristic long-distance fiber extensions of interlaminar

astrocytes, a domain-traversing astrocytic phenotype specific

to the hominid brain (Colombo, 2001; Colombo et al., 1995;

Oberheim et al., 2006). Electrophysiological analysis validated

that most EGFP+/hGFAP+/hNuclei+ human glia were proto-

plasmic astrocytes, based on their low input resistance, passive

membrane properties, extensive gap junction coupling, and

Ca2+ wave propagation (Figure 3).

The striking population of the recipient mouse brains by

human glia raised the possibility that the engrafted human cells

might significantly modulate information processing within the

hostmurine neural networks. Indeed, the basal level of excitatory

synaptic transmission was increased over a wide range of stim-

ulation intensities. The presence of human glia also enhanced

LTP in human glial chimeric hippocampal slices relative to

mice that had received conspecific murine glial progenitors or

vehicle injection (Figure 4). Our analysis showed that TNFa was

significantly elevated in the human glial chimeric brains, consis-

tent with the potentiation of AMPA-receptor-mediated currents

(Beattie et al., 2002; Stellwagen and Malenka, 2006). Additional

analysis suggested that TNFamay have directly facilitated inser-

tion of the GluR1 subunit into the plasma membrane (Hu et al.,

2007), perhaps via its increased phosphorylation at Ser831.

TNFa might also potentiate astrocytic glutamate release (Ni

and Parpura, 2009; Parpura and Zorec, 2010), which in turn

could increase GluR1 subunit phosphorylation by NMDA-

receptor-mediated activation of PKC (Figure 5) (Malinow and

Malenka, 2002). Both of these pathways might have contributed

to the enhancement of hippocampal LTP that we observed in the

human glial chimeras, although we found no evidence of

enhancement of NMDA receptor activation after engraftment

(Figure 4C). Importantly, we found that thalidomide, a BBB-

permeable inhibitor of TNFa, both diminished the enhancement

of postsynaptic AMPA receptor current and reduced LTP in

chimeric mice, yet had no such effects in unengrafted littermate

controls. Behavioral analyses then revealed that human glial

chimeric mice exhibited improved learning and memory in four

different tasks, including AFC, CFC, the Barnes Maze, and

OLT (Figure 6). As with the chimerization-associated enhance-

ment in LTP, the enhanced learning of chimericmice in the object

location recognition assay was eliminated by thalidomide treat-

ment (Figure 6D). Engraftment by neonatally delivered mouse

GPCs did not enhance LTP, AFC, or Barnes maze performance,

strongly suggesting that the potentiation of synaptic plasticity

and learning afforded by glial progenitor cell chimerization was

specific to human glia, and not a product of cell engraftment

per se (Figures 4B and 6A).

Together, these studies demonstrate that human astrocytes

generated within the mouse brain maintain their complex pheno-

type in a cell-autonomous fashion; they assume morphologies

and Ca2+ wave characteristics typical of the human brain, but,

to our knowledge, hitherto never observed in experimental

animals. These observations strongly support the notion that

the evolution of human neural processing, and hence the

species-specific aspects of human cognition, in part may reflect

the course of astrocytic evolution (Oberheim et al., 2006). As

such, these human glial chimeric mice may present a useful

Cell Stem Cell

Human Glia Enhance Learning in Mice

Cell Stem Cell 12, 342–353, March 7, 2013 ª2013 Elsevier Inc. 351



experimental model by which human glial cells, and both norma-

tive and pathological species-specific aspects of human glial

biology, may now be effectively studied in the live adult brain.

EXPERIMENTAL PROCEDURES

Isolation of Human and Murine Glial Progenitor Cells

Fetal glial cell progenitors were extracted from 17- to 22-week-old human

fetuses obtained at abortion. The forebrain ventricular and subventricular

zones were dissected free on ice and then were dissociated using papain/

DNAase as described (Windrem et al., 2004). All samples were obtained with

consent under approved protocols of the University of Rochester Research

Subjects Review Board. Human glial progenitor cells were isolated by

magnetic activated cell sorting, as described in the Supplemental Experi-

mental Procedures. In addition, murine A2B5+ cells were identically prepared

from newborn Tg(CAG-EGFP)B5Nagy/J pups (Jackson Laboratory).

Transfection and Differentiation

Human A2B5+/PSA-NCAM� cells were transfected to express enhanced

EGFP, and were maintained as described in the Supplemental Experimental

Procedures.

Transplantation

Human glial chimeras were prepared as described, using either rag1�/� or

rag2�/� immunodeficient mice (as described in Windrem et al., 2008, though

using mice wild-type for myelin); see Supplemental Experimental Procedures

for additional detail. All experiments were approved by the University of

Rochester’s Research Animal Care and Use Committee.

Quantitative Immunohistochemistry

Chimeric mice and littermate controls (ranging from 2weeks to 20months, de-

pending upon experimental endpoint) were perfusion-fixed, processed histo-

logically, and analyzed as described in the Supplemental Experimental

Procedures.

Electrophysiological Characterization of Human Glia in Chimeric

Mice

Patch-clamp assessment of engrafted human glia was performed in slice

preparations under two-photon microscopy, as detailed in the Supplemental

Experimental Procedures.

LTP

Slice preparations of both chimeric mice and their littermate controls (with an

age range of 7–20 months) were used for recordings of fEPSPs and analysis of

activity-dependent changes in hippocampal synaptic strength, as outlined in

the Supplemental Experimental Procedures.

Ca2+ Imaging and Photolysis of Caged Ca2+

Chimeric mice (with an age range of 4–10 months) were used for imaging intra-

cellular Ca2+ in xenografted human glia. In addition, as positive controls,

surgical resections of human cortex (n = 3 patients, 30.6 ± 8.8 years old)

were obtained with patient consent and the approval of the University of

Rochester Research Subjects Review Board; all samples were prepared for

physiological assessment and analyzed as described in the Supplemental

Experimental Procedures.

Detection of Human TNFa in Human Glial Chimeras

RNA isolation, PCR primer design, reverse transcription, and PCR reaction

conditions and analysis were all as described in the Supplemental Experi-

mental Procedures.

Learning Tasks and Behavioral Assessment

AFC, CFC, Barnes maze navigation, object location memory, Crawley’s social

interaction tasks, and both thermal andmechanical sensitivity thresholds were

assessed in human glial chimeric and control mice; the latter included allog-

rafted and/or unengrafted negative controls. All tests and analyses were per-

formed as outlined in the Supplemental Experimental Procedures.

Statistics

All data are presented and graphed as means ± SEM. The Steel-Dwass test

was used to assess the relative diameters of cells, input resistances, and

Ca2+ velocities, all variables for which normality of the data could not be

assumed. For other electrophysiological data, either Student’s t test for two

groups or two-way ANOVA with Bonferroni post hoc t tests were used. For

behavioral data, Student’s t test or two-way repeated-measures ANOVA

with Bonferroni post hoc test were used. Normality of the data was assessed

by the Shapiro-Wilk test. p < 0.05 was considered significant.

SUPPLEMENTAL INFORMATION

Supplemental Information for this article includes five figures and Supple-

mental Experimental Procedures and can be found with this article online at

http://dx.doi.org/10.1016/j.stem.2012.12.015.
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SUMMARY

Adoptive immunotherapy with functional T cells is
potentially an effective therapeutic strategy for com-
bating many types of cancer and viral infection.
However, exhaustion of antigen-specific T cells rep-
resents a major challenge to this type of approach. In
an effort to overcome this problem, we reprog-
rammed clonally expanded antigen-specific CD8+

T cells from an HIV-1-infected patient to pluripo-
tency. The T cell-derived induced pluripotent stem
cells were then redifferentiated into CD8+ T cells
that had a high proliferative capacity and elongated
telomeres. These ‘‘rejuvenated’’ cells possessed
antigen-specific killing activity and exhibited T cell
receptor gene-rearrangement patterns identical to
those of the original T cell clone from the patient.
We also found that this method can be effective for
generating specific T cells for other pathology-asso-
ciated antigens. Thus, this type of approach may
have broad applications in the field of adoptive
immunotherapy.

INTRODUCTION

T cells play a central role in acquired immunity and the configu-

ration of systemic immunity against pathogens. In particular,

cytotoxic T lymphocytes (CTLs) are major components of this

systemic response to microorganisms, viral infections, and

neoplasms (Greenberg, 1991; Zhang and Bevan, 2011). T cells

initiate their proliferative and effector functions upon human

leukocyte antigen (HLA)-restricted recognition of specific

antigen peptides via T cell receptors (TCRs). This is greatly bene-

ficial in enabling the selective recognition and eradication of

target cells, and also in long-term immunological surveillance

by long-lived memory T cells (Butler et al., 2011; Jameson and

Masopust, 2009; MacLeod et al., 2010). However, viruses in

chronic infection or cancers often hamper or escape the T cell

immunity by decreasing the expression of molecules required

for T cell recognition or by inhibiting antigen presentation (Virgin

et al., 2009). In addition, continuous exposure to chronically ex-

pressed viral antigens or cancer/self-antigens can drive T cells

into an ‘‘exhausted’’ state. This is characterized by loss of

effector functions and the potential for long-term survival and

proliferation, ultimately leading to the depletion of antigen-re-

sponding T cell pools (Klebanoff et al., 2006; Wherry, 2011).

The infusion of ex vivo-expanded autologous antigen-specific

T cells is being developed clinically for T cell immunotherapy.

However, up to now, highly expanded T cells have not proven

to be particularly effective (June, 2007). This is in part explained

by losses of function that occur during the ex vivo manipulation

of patient autologous T cells. In another instance, genetic modi-

fication of antigen receptors is an ambitious but only partially

successful way to add desired antigen specificity to nonspecific

T cells (Morgan et al., 2006; Porter et al., 2011). The therapeutic

effect also strongly depends on the extent of functional loss that

occurs during the ex vivo manipulation of T cells and on the

stability of exogenous antigen receptor expression specific to

target molecules in the presence of the endogenous TCR genes

(Bendle et al., 2010; Brenner and Okur, 2009).

For the purpose of overcoming these obstacles, the thera-

peutic potential of induced pluripotent stem cells (iPSCs) is being
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explored. Embryonic stem cells (ESCs) or iPSCs have the

capacity for self-renewal while maintaining pluripotency (Taka-

hashi et al., 2007) and could potentially form the basis for the

unlimited induction of antigen-specific juvenile T cells. However,

there are challenges to this approach aswell, given that methods

for the differentiation and immunological education of ESCs and

iPSCs, or indeed that of intermediate hematopoietic stem and/or

progenitor cells, into fully matured functional human T cells are

not well established (Timmermans et al., 2009). Reprogramming

the nuclei of lymphocytes was historically performed for studying

whether terminally differentiated or fully matured somatic cells

could revert to a pluripotent state. The first demonstration of

lymphocyte reprogramming employed somatic cell nuclear

transfer in murine B and T cells, proving that terminally differen-

tiated somatic cells were reprogrammable (Hochedlinger and

Jaenisch, 2002). Reprogramming murine B cells into pluripotent

stem cells by iPSC technology also provided definite proof for

fate reversibility in fully matured somatic cells (Hanna et al.,

2008). From another point of view, nuclear reprogramming of

lymphocytes is seen as having applications for regenerative

medicine different than those for scientific research. The irre-

versible rearrangement of genes encoding immunoglobulins

and TCRs was recognized solely as a genetic marker in somatic

cell nuclear transfer and iPSC research. However, the preserved

rearrangements in genomic DNA can also provide a blueprint of

‘‘educated’’ weapons for attacking cancers and pathogens in

adoptive immunotherapy. Although several groups have re-

ported the generation of T cell-derived iPSCs (T-iPSCs), their

clinical applications have yet to be thoroughly explored (Brown

et al., 2010; Loh et al., 2010; Seki et al., 2010; Staerk et al., 2010).

In the present study, we chose a T cell clone specific to an HIV

type 1 (HIV-1) epitope of known structure to act as a generic rep-

resentation of iPSC-mediated T cell regeneration. We success-

fully induced iPSCs from antigen-specific T cells and redifferenti-

ated them into functional T cells. Thismay act as proof of concept

for the application of ‘‘rejuvenated’’ T cells in treating various

diseases. Crucial to this concept was that T-iPSCs retained the

assembled ‘‘endogenous’’ TCRgeneseven after being subjected

to nuclear reprogramming. Furthermore, redifferentiated T cells

showed the same pattern of TCR gene arrangement as that in

the original T cells. These features may therefore serve as the

foundation for the reproduction of unlimited numbers of T cells

that express desired TCRs conferring to antigen specificity.

RESULTS

Reprogramming an Antigen-Specific Cytotoxic T Cell
Clone into Pluripotency
To establish T cell-derived iPSCs, wemagnetically separated the

CD3+ T cell population from peripheral blood mononuclear cells

(PBMCs) of healthy volunteers. The isolated CD3+ T cells were

stimulated with human CD3 and CD28 antibody-coated mi-

crobeads (a-CD3/28 beads) in the presence of interleukin-2

(IL-2). We then transduced the activated CD3+ T cells with sepa-

rate retroviral vectors that individually code for OCT3/4, SOX2,

KLF4, and c-MYC. Human ESC-like colonies were obtained

within 25 days of culture (Figure S1A available online).

We also isolated PBMCs from an HLA-A24-positive patient

with a chronic HIV-1 infection. CD8+ CTL clones specific for an

antigenic peptide (amino acids [aa] 138–145) from the HIV-1

Nef protein (Nef-138-8(WT); RYPLTFGW) (Altfeld et al., 2006)

were established. One of the clones, H25-#4, was stimulated

using a-CD3/28 beads in the presence of IL-2 and then trans-

duced simultaneously with six retroviral vectors encoding

OCT3/4, SOX2, KLF4, c-MYC, NANOG, and LIN28A. However,

we could not reprogram H25-#4 into pluripotency, possibly due

to the cells being in a low infectious and exhausted state, or

due to insufficient expression of the reprogramming factors. In

response, we attempted to increase transduction efficiency

and transgene expression by using two Sendai virus (SeV)

vectors. One of them encodes tetracistronic factors (OCT3/4,

SOX2, KLF4, and c-MYC) (Nishimura et al., 2011) with the miR-

302 target sequence (SeVp[KOSM302L]; K.N., M.O., and M.N.,

data not shown), and another encodes SV40 large T antigen

(SeV18[T]) (Fusaki et al., 2009). After transduction of phytohe-

magglutinin (PHA)-activated H25-#4 cells with the SeV vectors

in the presence of IL-7 and IL-15, sufficient numbers of human

ESC-like colonies appeared within 40 days of culture (Figure 1A).

Use of this SeV system and optimization of transduction condi-

tions greatly improved the reprogramming efficiency. It enabled

us to reprogram several CD8+ or CD4+ T cell clones specific to

pp65 antigen in cytomegalovirus (CMV), glutamic acid decarbox-

ylase (GAD) antigen in type 1 diabetes, and a-GalCer (Table 1).

The resultant CD3+ T cell- and H25-#4-derived ESC-like colo-

nies (TkT3V1-7 andH254SeVT-3, respectively) exhibited alkaline

phosphatase (AP) activity and expressed the pluripotent cell

markers SSEA-4, Tra-1-60, and Tra-1-81 (Figures S1B–S1E

and 1B–1E). H254SeVT-3 expressed HLA-A24 (Figure 1F).

Both TkT3V1-7 and H254SeVT-3 also expressed human ESC-

related genes (Figures S1F and 1G). The expression of exoge-

nous reprogramming factors from the integrated provirus

(TkT3V1-7) was halted (Figure S1F), and nonintegrated SeV

genomic RNA was successfully removed from the cytosol by

RNAi or by self-degradation caused by temperature-sensitive

mutations (H254SeVT-3) (Figure 1H). Comparison of gene-

expression profiles revealed that the gene-expression patterns

in the ESC-like cells were similar to those in human ESCs, but

differed significantly from those in peripheral blood (PB) T cells

(Figure S1G). Scant methylation of the OCT3/4 and NANOG

promoter regions was confirmed using bisulfite PCR, thus indi-

cating successful reprogramming (Freberg et al., 2007) (Figures

S1H and 1I). In addition, when injected into nonobese diabetic

severe combined immunodeficient (NOD-Scid) mice, those cells

formed teratomas containing characteristic tissues derived from

all three germ layers, which is indicative of pluripotency (Brivan-

lou et al., 2003) (Figures S3 and 2A). Therefore, those colonies

were confirmed as typical human iPSCs.

T-iPSCs Carry Preassembled TCR Genes from the
Original T Cell
Almost all TCRs are composed of heterodimerically associated

a and b chains. TCRA or TCRB gene (encoding a chain or b chain,

respectively) rearrangements are involved in normal ab T cell

development in the thymus. These rearrangements enabled us

to determine retrospectively whether the iPSCs were derived

from an ab T cell. The BIOMED-2 consortium designed multi-

plex-PCRprimers for analyzingTCRBgeneassemblies (vanDon-

genet al., 2003), andwedesigned theprimers for detectingTCRA
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Figure 1. Generation of Human iPSCs from a CTL Clone

(A) Schematic illustration showing the generation of T-iPSCs from H25-#4 T cells using SeV vectors encoding polycistronicOCT3/4, SOX2, KLF4, and c-MYC, or

SV40 large T antigen. The ‘‘tapering’’ indicates the gradual replacement of culture medium with human iPSC medium.

(B–F) AP activity (B) and expression of pluripotency markers (SSEA-4, C; Tra-1-60, D; and Tra-1-81, E) and HLA-A24 (F) in H254SeVT-3 cells. Nuclei were

counterstained with DAPI. The scale bar represents 200 mm.

(G) Quantitative PCR for pluripotency genes in H25-#4, KhES3, TkT3V1-7, and H254SeVT-3 cells. Individual PCR reactions were normalized against 18S

ribosomal RNA (rRNA).

(legend continued on next page)
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gene assemblies (Figure S2). TCRB and TCRA gene assemblies

were identified as single bands representing each allele in

TkT3V1-7 and H254SeVT-3 (Figures S1H, S1I, 1J, and 1K).

We next confirmed the presence of an antigen-recognition site

on the TCR that consisted of three complementarity-determining

regions (CDR1, CDR2, and CDR3). CDR3 is the most diversifi-

able among the three because it spans the V(D)J-junction region,

where several random nucleotides (N or P nucleotides) are

inserted (Alt and Baltimore, 1982; Lafaille et al., 1989). We deter-

mined the CDR3 sequences of the assembled TCRA and TCRB

genes in TkT3V1-7 and H254SeVT-3 and identified a set of

productive TCRA and TCRB gene rearrangements (i.e., in-frame

junction with no stop codon) (Table S1 and Table 2). Further-

more, the sequences of CDR3 from H254SeVT-3 and H25-#4

were completely identical at both TCRA and TCRB gene loci.

These results indicated that the iPSCs established were

derived from a single T cell and that the antigen specificity en-

coded in the genomic DNA of the T cell was conserved during

reprogramming.

Redifferentiation of T-iPSCs into CD8 Single-Positive
T Cells Expressing the Desired TCR
Following the application of specific in vitro differentiation proto-

cols, iPSCs can give rise to mesoderm-derived cell types, espe-

cially hematopoietic stem and/or progenitor cells (Takayama

et al., 2008; Vodyanik et al., 2005) (Figure 2B). This was applied

to assess the capacity of T-iPSCs for hematopoietic differentia-

tion by coculturing on C3H10T1/2 feeder cells in the presence of

VEGF, SCF, and FLT-3L for the generation of CD34+ hematopoi-

etic stem and/or progenitor cells. On day 14 of culture, the cells

were transferred onto Delta-like 1-expressing OP9 (OP9-DL1)

feeder cells (Timmermans et al., 2009) and were cocultured in

the presence of FLT-3L and IL-7 (Ikawa et al., 2010) (Figure 2B).

After 21–28 days of culture, the hematopoietic cells differenti-

ated into CD45+, CD38+, CD7+, CD45RA+, CD3+, and TCRab+

T lineage cells (Figure S4). As was the case with TCRab trans-

genic mice (Borgulya et al., 1992) and chimeric mice derived

from ESCs produced through nuclear transplantation of T cells

(Serwold et al., 2007), aberrant expression of TCRab was

observed at the CD4/CD8 double-negative (DN) stage. Although

some of these T lineage cells differentiated into the CD4/CD8

double-positive (DP) stage and the more mature CD4 or CD8

single-positive (SP) stages (Figure 2C), we could not charac-

terize the small number of SP cells in more detail.

During thymocyte development, the CD4/CD8 DN and DP

stages correspond respectively to the TCRB-encoded b chain

and TCRA-encoded a chain assembly stages (von Boehmer,

2004). In the TCRB locus, the negative-feedback regulation of

gene assembly and the capacity to deter further rearrangement

are very strict (Khor and Sleckman, 2002). In the TCRA locus, by

contrast, negative-feedback regulation is relatively loose, and

further gene assembly of the preassembled gene, a phenomenon

known as ‘‘receptor revision,’’ tends to occur (Huang and Kana-

gawa, 2001; Krangel, 2009). In experiments using TCRa trans-

genic mice, the reactivation of Rag1 and Rag2, genes related

to recombination machinery, occurred in CD4/CD8 DP-stage

thymocytes, and gene assembly of endogenous Tcra was

observed (Padovan et al., 1993; Petrie et al., 1993). Such further

gene assembly would be exceedingly undesirable for our

purposes, because it would probably convert the tropism of

the TCR and render the redifferentiated T cells incapable of at-

tacking the previously targeted antigen. To determine whether

such receptor revision could occur in redifferentiating T lineage

cells, we collected CD1a� DN- and CD1a+ DP-stage cells from

among the CD45+, CD3+, TCRab+, and CD5+ T lineage cells

and then analyzed the gene rearrangement of TCR messenger

RNAs (mRNAs) (Figures S5A–S5C). Nucleotide sequences of

TCRB mRNAs in the T lineage cells were identical to those in

(H) Detection of the remnants of SeV genomic RNAs by RT-PCR. Each column represents the template cDNA synthesized from H254SeVT-3 cells, SeVp

[KOSM302L] virus solution, and SeV18[T] virus solution. cDNAs from virus solution were the positive controls.

(I) Bisulfite sequencing analyses of the OCT3/4 and NANOG promoter regions in H25-#4 and H254SeVT-3 cells. White and black circles represent unmethylated

and methylated (Me) CpG dinucleotides, respectively.

(J) Multiplex PCR analysis to detect TCRB gene rearrangements in the H254SeVT-3 genome. Tubes A and B contain Vb-(D)Jb assemblies; Tube C contains D-Jb

assemblies.

(K) Multiplex PCR analysis for detection of TCRA gene rearrangements (V-Ja assemblies).

See Figures S1, S2, and S3 for additional data.

Table 1. Generation of Human T-iPSCs from Various Patient-Derived T Cell Specimens

Antigen T Cell Source

Initial Cell

Number

No. of ESC-like

Colonies

No. of Colonies Picked up for

Establishing T-iPSC Clones Date (MM/YYYY)

HIV-1 Nef monoclonal T cell clone 4 3 105 7 7 05/2011

CMV pp65 polyclonal tetramer-sorted cells �5,000 15 15 07/2011

GAD monoclonal T cell clone 1 3 106 >100 not picked up 08/2012

5 3 105 >100 19 08/2012

a-GalCer FACS-sorted Va24+ cells 1 3 106 >100 not picked up 08/2012

5 3 105 >100 7 08/2012

Sample cells were transduced with OCT3/4, SOX2, KLF4, c-MYC, and SV40 large T-antigen by using two Sendai virus (SeV) vectors (SeVp

[KOSM302L] and SeV18[T]). After around 40 days, the number of embryonic stem cell (ESC)-like colonies were counted on the basis of morphology

and alkaline phosphatase (AP) activity. All established T cell-derived induced pluripotent stem cell (T-iPSC) lines were free from residual SeV vectors

(one example in the case of the HIV-1 Nef-specific T-iPSC clone is shown in Figure 1H). CMV, cytomegalovirus; GAD, glutamic acid decarboxylase;

FACS, fluorescence-activated cell sorting.
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Figure 2. Redifferentiation of T-iPSCs into T Cells

(A) Representative hematoxylin- and eosin-stained sections of a teratoma formed in a NOD/ShiJic-scidmouse testis. H254SeVT-3 differentiated into cell lineages

derived from endoderm (goblet cells in gut-like epithelial), mesoderm (smoothmyocytes in muscle tissue), and ectoderm (retina cells in pigmented epithelial). The

scale bar represents 100 mm.

(legend continued on next page)
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the T-iPSCs at both the DN and DP stages. By contrast, some

TCRA mRNAs at the DN and DP stages were identical to those

in the T lineage cells, but others differed, and differing sequences

were observed more frequently at the DP stage than the DN

stage (Table S2). RAG1 and RAG2 expression were observed

at both the DN and the DP stages, though stronger expression

was observed at the DP stage (Figure S5D).

To create mature CD8 SP cells from T-iPSC-derived T lineage

cells without receptor revision, we focused on TCR signaling.

Turka et al. (1991) reported that TCR signaling via peptide-major

histocompatibility complex (MHC) complexes during positive

selection ends expression of RAG genes and prevents further

assembly of TCR genes. They also showed that mimicking

TCR signaling using CD3 antibodies had the same effect. There-

fore, we tried to stimulate the TCRs of redifferentiating T lineage

cells before the completion of the DN-to-DP transition (Fig-

ure 2B). For this experiment, we cultured T lineage-committed

cells on OP9-DL1, stimulated them with a-CD3/28 beads or

PHA (we defined this as the first stimulation) and then cocultured

them with irradiated HLA-A24� PMBCs in the presence of IL-7

and IL-15, which are required for the generation of memory

phenotype CD8+ T cells (Kaneko et al., 2009; Prlic et al., 2002;

Tan et al., 2002). After 14 days, CD8 SP cells appeared (Fig-

ure 2D). These were deemed to be derivatives of H254SeV-3

based on their expression of HLA-A24 (Figure 2E). These CD8

SP cells did not express the immature thymocyte marker

CD1a, but they were positive for CD56, which is expressed on

CD8+ T cells cultured in vitro (Lu and Negrin, 1994). In addition,

these cells expressed CD7 and some CD2, but not CD5. On

the one hand, they did not express PD-1, a marker of exhausted

T cells (Figure 2E). On the other hand, some of them expressed

the memory T cell markers CCR7, CD27, and CD28 simulta-

neously, thus representing a central memory T cell phenotype

(Figures 2F and 2G) (Romero et al., 2007).

To test whether the redifferentiated CD8 SP cells would recog-

nize the same epitope on the same HLA, the entire population of

redifferentiated T cells was mixed with the A24/Nef-138-8(WT)

tetramer and subjected to flow-cytometric analysis (Kawana-Ta-

chikawa et al., 2002). Most of the CD8 SP cells were stained

positively by the A24/Nef-138-8(WT) tetramer, but not by the

control tetramer, which represents HIV-1 envelope-derived

peptides (RYLRDQQLL; Figure 3A and data not shown). We

then collected the A24/Nef-138-8(WT) tetramer-reactive CD8+

cells and expanded them once again using a-CD3/28 beads or

PHA stimulation (defined as the second stimulation; Figure 3A).

Finally, after several independent redifferentiation experiments,

we obtained A24/Nef-138-8(WT) tetramer-reactive CD8 SP cells

(reT-1, reT-2.1, reT-2.2, and reT-3). As expected, sequence anal-

ysis of TCRA and TCRB mRNAs in the redifferentiated CD8 SP

cells revealed that the TCR gene rearrangement pattern was

identical to that in the H25-#4 original T cell clone (Figure 3B

and Table 1).

To determine whether the redifferentiated CD8 SP cells were

of the T cell lineage, we used quantitative PCR to compare

gene-expression profiles among redifferentiated CD8 SP cells,

PB CD4+ and CD8+ T cells, and the H25-#4 original T cell

clone. As shown in Figure 3C, the expression patterns of

CD3, CD4, and CD8 were similar among PB CD8+ T cells, re-

differentiated CD8 SP cells, and the H25-#4 original T cell

clone. However, the pattern differed from those in PB CD4+

T cells (Figure 3C). Cytotoxic ‘‘signature’’ genes such as gran-

zyme B (GZMB), perforin (PRF1), interferon-g (IFN-g; IFNG),

and FAS ligand (FASLG) were expressed in PB CD8+ T cells.

These genes were also expressed relatively strongly in redif-

ferentiated CD8 SP cells and in the H25-#4 original T cell clone;

that is, in already-primed T cells (Figure 3D). The expression

patterns of several factors involved in transcription or signal

transduction and of cell-surface molecules were similar among

PB CD8+ T cells, redifferentiated CD8 SP cells, and the H25-#4

original T cell clone (Figure 3E). To exclude the possibility that

the redifferentiated CD8 SP cells had acquired natural killer

(NK)-like properties during their coculture with OP9-DL1 or

PBMCs, we used a complementary DNA (cDNA) microarray

to analyze global gene-expression profiles in redifferentiated

CD8 cells, the H25-#4 original T cell clone, and PB NK

cells. Correlation and cluster analyses of the gene-expression

profile of the redifferentiated CD8 SP cells showed it to be

similar to that of the H25-#4 original T cell clone but different

from that of NK cells (Figures 3F and 3G). These data strongly

suggest that T-iPSCs are able to redifferentiate into CD8+

T cells that exhibit the same antigen specificity as that of the

original T cell.

Generation of Highly Proliferative T Cells through
T-iPSCs
Fewer than 105 T lineage cells were obtained from �3 3 105

T-iPSCs after coculture with C3H10T1/2 and OP9-DL1 cells.

However, they could be expanded to >108 cells with the first

stimulation (data not shown). After separating A24/Nef-138-

8(WT) tetramer-reactive CD8+ cells, we assessed the expansion

rate induced by the second stimulation and also assessed the

establishment of reT-1, reT-2.2, and reT-3. We found that these

cells expanded from 100-fold to 1,000-fold within 2 weeks in the

presence of IL-7 and IL-15, whereas the H25-#4 original T cell

clone expanded only about 20-fold (Figure 4A). Even after 100-

to-1,000-fold expansions, some cells still expressed central

memory T cell markers such as CCR7, CD27, and CD28 (Fig-

ure S6). Perhaps with passage through the iPSC state, wherein

telomerase activity is quite high (Marion et al., 2009; Takahashi

et al., 2007), re-elongation of shortened telomeres in the H25-

#4 original T cell clone gives the redifferentiated T cells high repli-

cative potential (Monteiro et al., 1996; Weng et al., 1998). In fact,

the redifferentiated T cells carried longer telomeres than the orig-

inal T cell clone (Figure 4B), an overall process that we call

(B) Schematic illustration of redifferentiation from T-iPSCs into T cells.

(C) Flow-cytometric analysis of the phenotypes of differentiating T lineage cells at 37 days after starting redifferentiation.

(D and E) Flow-cytometric analysis of the phenotypes of T cells at 60 days after starting redifferentiation. Fluorescence-activated cell sorting (FACS) analyses

revealed CD8 single-positive maturation (D) and expression of several T cell markers (E).

(F and G) Memory phenotypes of redifferentiated CD8+ T cells. There existed memory-phenotyped cells such as all positive for CCR7 (F), CD27, and CD28 (G).

Data are representative of at least three independent experiments. See Figures S3, S4, and S5 and Table S2 for additional data.
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Figure 3. Characterizations of Redifferentiated T Cells as T Cells

(A) Recognition of A24/Nef-138-8(WT) tetramer at 50–60 days after starting redifferentiation, analyzed by flow cytometry (upper panel). Tetramer-positive

cells were sorted by FACS or magnetically selected, then cultured for an additional 14 days, after which the expanded T cells were reanalyzed for tetramer

(lower panel).

(B) TCR mRNAs were identified in a SMART-mediated cDNA library for reT-1, reT-2.1, and reT-3 cells. GAPDH is an internal control for PCRs.

(C–E) Quantitative PCR to compare the expression of major cell surface molecules (C), cell lytic molecules (D), and transcription factors and signal-transduction

molecules (E) among PB CD4+, PB CD8+, reT-2.1, and H25-#4 cells. Individual PCR reactions were normalized against 18S rRNA.

(F and G) Global gene expression was analyzed using a cDNA microarray. Heat maps show the correlation coefficients between samples (F) and differential

expression (>3-fold) of genes relative to NK cells (G). Red and green colorations indicate increased and decreased expression, respectively.
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‘‘rejuvenation.’’ Throughout the experiments, neither autono-

mous cell expansion nor aberrant cell survival without cytokines

as leukemia cells was observed (data not shown). Taken

together, these data indicate that by passing through the T-

iPSC state, cloned cytotoxic T cells can become ‘‘rejuvenated’’

to central memory-like T cells with excellent potential for prolifer-

ation and survival.

RedifferentiatedCD8+ TCells Exhibit Antigen-Specific T
Cell Functionality
To determine whether redifferentiated CD8+ T cells exerted

cytotoxic effects upon recognition of specific peptides in the

context of an MHC, we performed functional assays using

HLA-A24-positive B-LCL cells as antigen-presenting cells.

Gag-28-9(WT) (KYKLKHIVW) is an antigenic peptide (aa 28–36)

from the HIV-1 Gag protein (Altfeld et al., 2006), whereas Nef-

138-8(2F) (RFPLTFGW) is a Tyr-to-Phe-substituted single-
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Figure 4. Redifferentiated T Cells Show T

Cell Functionality and the Same Antigen

Specificity as the Original CTL Clone

(A) Expansion ratios for reT-1, reT-2.2, and reT-3

cells elicited by PHA, IL-7, and IL-15 stimulation for

2 weeks. H25-#4 is the original clone. S19-#7 and

T26-#26 were other Nef-138-8(WT)-specific CTL

clones derived from different patients.

(B) Relative telomere length determined using flow-

FISH. Data are presented as mean ± SEM.

(C) Intracellular production of granzyme B (left

panel) and CD107a mobilization (right panel)

induced by stimulation of reT-2.1 cells with a-CD3/

CD28 beads or Nef-138-8(WT). Shaded plot:

stimulated cells, isotype antibody; gray line: un-

stimulated cells, granzyme B or CD107a antibody;

black line: stimulated cells, granzyme B or CD107a

antibody.

(D) IFN-g production in the presence of Nef-138-

8(WT) measured using ELISPOT. Data are pre-

sented as mean ± SD. N.D., not determined.

(E) Standard 51Cr release assay performed using

the indicated concentrations of Nef-138-8(WT).

Effector:target = 5:1.

See Figure S6 for additional data.

residue mutant form of Nef-138-8(WT).

Both peptides were presented on HLA-

A24 cells.

One of the major mechanisms by which

CTLs induce cytotoxity is the secretion

of cytolytic molecules triggered by TCR

signaling. Intracellular staining revealed

that the cytolytic molecule granzyme B

was produced and stored in the granules

of redifferentiated CD8+ T cells (Figure 4C,

left column). CD107a, also known as lyso-

somal-associated membrane protein 1

(LAMP1), is a granulocyte membrane pro-

tein that transiently appears at the cell

surface and is coupled to degranulation

(secretion of cytolytic molecules) of the

stimulated CTLs, after which CD107a re-

turns to the cytoplasm (Rubio et al., 2003). CD107a molecules

on the cell surface were captured by a fluorochrome-conjugated

antibodywhen redifferentiated CD8+ T cells were stimulatedwith

a-CD3/28 beads or Nef-138-8(WT) peptide, but not in the

absence of the beads or Gag-28-9(WT) peptide (Figure 4C, right

column). In the second experiment, we used the enzyme-linked

immunosorbent spot (ELISPOT) assay to assess cytokine

productivity per cell and confirmed that redifferentiated CD8+

T cells produced significant levels of IFN-g in response to stim-

ulation by its specific antigen, Nef-138-8(WT) (Figure 4D). In

a separate experiment, we used a 51Cr release assay to investi-

gate cytolytic capacity and found that redifferentiated CD8+

T cells lysed 51Cr-incorporated B-LCLs only when Nef-138-

8(WT) was presented on B-LCLs (Figure 4E).

These results are highly indicative that redifferentiated CD8+

T cells can release cytotoxic molecules and kill antigen-express-

ing target cells in an antigen-specific manner. Moreover,
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monoclonal TCRs mediate highly precise cell targeting that

should broaden the therapeutic window for antigen-specific

T cell therapy by avoiding the troublesome mispairing TCRs

that can occur with the commonly used exogenous TCR transfer

technique for inducing antigen-specific T cells from hematopoi-

etic stem cells or peripheral mature T cells (Bendle et al., 2010;

Brenner and Okur, 2009).

DISCUSSION

Using a HIV-1-epitope-specific CTL clone as a model, we

demonstrated here that the reprogramming into pluripotency of

a T cell clone and the subsequent redifferentiation to mature

functional CD8+ T cells are possible. These redifferentiated

CD8+ T cells are highly proliferative naive cells with elongated

telomeres, and they exert T cell functions in the same HIV-1-

epitope-specific manner, permitting the inference that this

process of reprogramming and redifferentiation can rejuvenate

mature antigen-specific T cells.

Generation of iPSCs from T cells was initially difficult. On the

basis of reports by Seki et al. (2010), we also found that SeV is

suitable for the reprogramming of aged and exhausted fibro-

blasts, as well as of T cells. We also found that coexpression

of SV40 large T antigen acted synergistically with the classic

Yamanaka factors in enhancing the reprogramming efficiency

of T cells. Therefore, SV40 large-T antigen introduction using

the SeV vector system was also included in the protocol. Worth

noting is that c-MYC is a known oncogene, and when it is

inserted into the genomic DNA by the retroviral vector, it may

become a risk for tumorigenesis in the generation of iPSCs.

The same concern does not apply to SeV vector systems, given

that the genomic RNA could be removed from the cytosol after

reprogramming. Therefore, the utilization of SeV vectors both

improved reprogramming efficiency and shielded redifferentiat-

ing cells from oncogene- or provirus-mediated tumorigenesis

(Kohn et al., 2003).

In the redifferentiation experiments, mimicking TCR signaling

led to CD8-linage specification without reassembly of TCRA

genes. Preassembled TCR genes are a distinctive feature of

T-iPSCs not found on other pluripotent stem cells. TCRab is

aberrantly expressed on redifferentiating CD4/CD8 DN cells,

and the TCR signaling evoked results in the cessation of RAG

expression. Serwold and colleagues reported that aberrantly

early expression of TCR from preassembled Tcra and Tcrb

following TCR signaling in murine thymocytes drives later

lymphomagenesis (Serwold et al., 2010). They cautioned that

T-iPSCs might confer risk for TCR-mediated lymphomagenesis.

Therefore, the redifferentiation method will need to be further

optimized and confirmed for clinical safety before application

in practical treatments. This may be achieved by the use of an

inducible suicide-gene system for eliminating unwanted tumors

after injections (Hara et al., 2008; Veldwijk et al., 2004).

Immunological assays found that the redifferentiated CD8+

T cells exerted T cell functions such as cytolytic activity, IFN-g

secretion, and degranulation in a normal manner when stimu-

lated with their specific antigens. The most striking difference

was in their proliferation capacity and elongated telomeres,

which correlates with the central-memory T cell phenotype.

Stem cell-like memory T cells (TSCM) were recently identified as

a subpopulation of T cells that has the capacity for self-renewal

and that is multipotent and able to generate central memory,

effector memory, and effector T cells (Gattinoni et al., 2011;

Turtle et al., 2009). In a humanized mouse model, TSCM cells re-

constituted the T cell population more efficiently than other

known memory subsets while mediating a superior antitumor

response. It was found that inhibition of GSK3b enhances the

generation of TSCM in culture. Combining T-iPSC-mediated

T cell rejuvenation with GSK3b inhibition may therefore enable

efficient generation of TSCM cells and permit highly effective

immunotherapy along with the reconstitution of a normal T cell

immune system.

Although these data suggest that rejuvenated T cells enjoy an

advantage over the original T cell clone, it remains unclear

whether these HIV-epitope-specific rejuvenated T cells are

effective in improving the overall status of HIV infection. This is

because the role of CD8+ T cells in HIV infection appears to

vary depending on the disease stage (Appay et al., 2000; Borrow

et al., 1994; Brodie et al., 1999; Day et al., 2006; Koup et al.,

1994). Evasion of the immune response through CTL escape is

another important factor in HIV pathogenesis, and the escaped

virus is a substantial hurdle for HIV therapies (Phillips et al.,

1991). Therefore, this system may work best instead against

tumors such as amelanoma, for which certain antigenic epitopes

are known, or against viral infections other than HIV, for which

the roles of CD8+ cytotoxic T cells are more established. None-

theless, the systemdescribed in our studywill make it possible to

preserve and to supply highly proliferative, functional CD8+

T cells specific to a variety of HIV epitopes without worrying

about exhaustion. It may also act as a valuable tool in better

understanding the role of adoptive immunity in HIV infection.

Here, we have presented a proof of concept of CD8+ T cell

rejuvenation. The concept is not limited only to CD8+ cytotoxic

T cells. It may also be applied to CD4+ helper or regulatory

T cells to control desired or undesired immune reactions in the

context of malignancies, chronic viral infections, autoimmune

diseases, or transplantation-related immune disorders, if optimi-

zation of redifferentiation conditions can be achieved. Biological

and technical challenges lie ahead, but the data presented in this

work open new avenues toward antigen-specific T cell therapies

that will supply unlimited numbers of rejuvenated T cells and will

regenerate patients’ immune systems.

EXPERIMENTAL PROCEDURES

Generation of Antigen-Specific CTL Clones

Nef138-8(WT)-specific CTL lines were induced from PBMCs of a patient

chronically infected with HIV-1 who is positive for HLA-A24, as described

(Kawana-Tachikawa et al., 2002). Each CTL line was expanded from

a single-cell sorted tetramer+ T cell, and the cells in every CTL line were

confirmed for expression of only one kind of TCRab. For more details of

CTL-clone establishment, see the Supplemental Experimental Procedures.

Generation of T-iPSCs

Human iPSCs were established from PB T cells or a CTL clone as described

(Takayama et al., 2010), slightly modifying the culture conditions. In brief,

T cells were stimulated by a-CD3/CD28 antibody-coated beads (Miltenyi Bio-

tec) or by 5 mg/ml PHA-L (Sigma-Aldrich). The activated cells were transduced

with reprogramming factors via retroviral or SeV vectors and were cultured in

RH10 medium (RPMI-1640 supplemented with 10% human AB Serum, 2 mM

L-glutamine, 100 U/ml penicillin, and 100 ng/ml streptomycin), which was
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gradually replaced with human iPSC medium (Dulbecco’s modified Eagle’s

medium/F12 FAM supplemented with 20% knockout serum replacer, 2 mM

L-glutamine, 1% nonessential amino acids, 10 mM 2-mercaptoethanol, and

5 ng/ml basic fibroblast growth factor [bFGF]). The established iPSC clones

were transfected with small interfering RNA L527 (Nishimura et al., 2011) using

Lipofectamine RNAi Max (Invitrogen) for removal of SeV vectors from the

cytoplasm.

Analysis of TCR Gene Rearrangement in Genomic DNA

Genomic DNA was extracted from approximately 53 106 cells using QIAamp

DNA kits (QIAGEN) according to the manufacturer’s instructions. For TCRB

gene rearrangement analysis, PCR was performed according to BIOMED-2

protocols (van Dongen et al., 2003). For TCRA gene rearrangement analysis,

PCR was performed using the primers shown in Figure S2 and LA Taq HS

(TaKaRa). The PCR protocol entailed three amplification cycles (30 s at

95�C, 45 s at 68�C, and 6 min at 72�C); 15 amplification cycles (30 s

at 95�C, 45 s at 62�C, and 6 min at 72�C); and 12 amplification cycles (15 s

at 95�C, 30 s at 62�C, and 6 min at 72�C). The dominant band within the ex-

pected size range was purified using a QIAquick gel-extraction kit (QIAGEN)

and was then sequenced. V, D, and J segment usages were identified by

comparison to the ImMunoGeneTics (IMGT) database (http://www.imgt.org/)

and by using an online tool (IMGT/V-QUEST) (Lefranc, 2003). Gene-segment

nomenclature follows IMGT usage.

Analysis of TCR Gene Rearrangement in mRNA

A method based on the ‘‘switch mechanism at the 50-end of the reverse

transcript (SMART)’’ (Du et al., 2006) was used to synthesize double-stranded

cDNAs (Super SMART cDNA synthesis kit; BD Clontech). Reverse tran-

scription was conducted with the 30 SMART CDS primer, SMART II A oligonu-

cleotides (Super SMART cDNA synthesis kit), and PrimeScript Reverse

Transcriptase (TaKaRa) for 90 min at 42�C. Double-stranded cDNA was then

synthesized and was amplified with 50 PCR Primer II A (Super SMART cDNA

synthesis kit), and reagents were provided in an Advantage 2 PCR Kit (BD

Clontech). The PCR protocol entailed 20 cycles of 5 s at 95�C, 5 s at 65�C,
and 3 min at 68�C. The amplified double-stranded cDNA was used as

templates in TCRA- or TCRB-specific amplification reactions. With forward

primer (2nd_50-SMART) and reverse primer (30-TRAC for TCRA or 30-TRBC
for TCRB), 25 cycles of amplification were performed (30 s at 94�C, 30 s at

55�C, and 1min at 72�C). PCR products were cloned into pGEM-T Easy Vector

(Promega) and were sequenced.

T Cell Differentiation from T-iPSCs

To differentiate human iPSCs into hematopoietic cells, we slightly modified

a previously described protocol (Takayama et al., 2008). Small clumps of

iPSCs (<100 cells) were transferred onto irradiated C3H10T1/2 cells and co-

cultured in EB medium (Iscove’s modified Dulbecco’s medium supplemented

with 15% fetal bovine serum [FBS] and a cocktail of 10 mg/ml human insulin,

5.5 mg/ml human transferrin, 5 ng/ml sodium selenite, 2 mM L-glutamine,

0.45 mM a-monothioglycerol, and 50 mg/ml ascorbic acid) in the presence of

VEGF, SCF, and FLT-3L. Hematopoietic cells contained in iPSC sacs were

collected and were transferred onto irradiated OP9-DL1 cells (provided by

RIKEN BRC through the National BioResource Project of the Ministry of

Education, Culture, Sports, Science, and Technology [MEXT]) (Watarai et al.,

2010). The hematopoietic cells underwent T lineage differentiation on OP9-

DL1 cells during coculture in OP9 medium (aMEM supplemented with 15%

FBS, 2 mM L-glutamine, 100 U/ml penicillin, and 100 ng/ml streptomycin) in

the presence of FLT-3L and IL-7. The T lineage cells were then harvested,

mixed with irradiated HLA-A24� PBMCs, and cocultured in RH10 medium in

the presence of IL-7 and IL-15.

Intracellular Staining

For intracellular staining of granzyme B, T cells were stimulated by a-CD3/28

beads or peptide-loaded HLA-A24+ B-LCLs. After 2 hr, brefeldin A (5 mg/ml;

Invitrogen) was added, with incubation for 4 hours more. Cells were then har-

vested and fixed in Fixation/Permeabilization solution (BD Biosciences). Intra-

cellular staining was performed as per the manufacturer’s protocol using

Perm/Wash buffer (BD Biosciences) and fluorescein isothiocyanate (FITC)-

conjugated granzyme B antibody (BD Biosciences). For capturing CD107a

transiently expressed on cell surfaces, T cells were incubated with a-CD3/28

beads or peptide-loaded HLA-A24+ B-LCLs and were cultured with FITC-

conjugated CD107a antibody (BioLegend) for 6 hr. Harvested cells were fixed

and stained as described above. Data were acquired on FACSAria II equip-

ment (BD Biosciences) and analyzed using FlowJo software (Tree Star).

Measurement of Telomere Length by Flow-FISH

Telomere length was measured using a Telomere PNA Kit/FITC (DAKO) as

previously described (Neuber et al., 2003).

ELISPOT and 51Cr Release Assays

The antigen-specific responses of T cells were measured using an ELISPOT

assay for IFN-g and a standard 51Cr release assay as described (Kawana-

Tachikawa et al., 2002; Tsunetsugu-Yokota et al., 2003). HLA-A24+ B-LCLs

were used as antigen-presenting cells.

Statistics

All data are presented as mean ± SD. All statistics were performed using Excel

(Microsoft) and Prism (GraphPad software) programs, applying two-tailed

Student’s t test. Values of p < 0.05 were considered significant. For additional

details, see the Supplemental Experimental Procedures.
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SUMMARY

Oligomeric forms of amyloid-b peptide (Ab) are
thought to play a pivotal role in the pathogenesis
of Alzheimer’s disease (AD), but the mechanism
involved is still unclear. Here, we generated induced
pluripotent stem cells (iPSCs) from familial and
sporadic AD patients and differentiated them into
neural cells. Ab oligomers accumulated in iPSC-
derived neurons and astrocytes in cells from patients
with a familial amyloid precursor protein (APP)-
E693D mutation and sporadic AD, leading to endo-
plasmic reticulum (ER) and oxidative stress. The
accumulated Ab oligomers were not proteolytically
resistant, and docosahexaenoic acid (DHA) treat-
ment alleviated the stress responses in the AD neural
cells. Differential manifestation of ER stress and DHA
responsiveness may help explain variable clinical

results obtained with the use of DHA treatment and
suggests that DHA may in fact be effective for a
subset of patients. It also illustrates how patient-
specific iPSCs can be useful for analyzing AD patho-
genesis and evaluating drugs.

INTRODUCTION

Alzheimer’s disease (AD) is the most prevalent neurodegenera-

tive disorder. One of the pathological features of AD is the

oligomerization and aggregation and accumulation of amyloid-

b peptide (Ab), forming amyloid plaques in the brain. Cognitive

impairment observed in clinical AD is inversely well correlated

with the amount of Ab oligomers in the soluble fraction rather

than the amount of Ab fibrils (amyloid plaques) constituting the

oligomers (Haass and Selkoe, 2007; Krafft and Klein, 2010).

Increasing evidence has shown that Ab oligomers extracted

from AD model mice or made from synthetic peptides cause
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Figure 1. Establishment of Control and AD Patient-Specific iPSCs, and Derivation of Cortical Neurons Producing Abs from iPSCs
(A) Established iPSCs from both controls and AD patients showed embryonic stem cell-like morphology (Phase) and expressed pluripotent stem cell markers

NANOG (red) and TRA1-60 (green). The scale bar represents 200 mm.

(B) Genomic DNA sequences showed the presence of the homozygous genotype for E693 deletion and the heterozygous genotype for V717L mutation on the

APP gene only in AD iPSCs.

(C) Estimation of neuronal differentiation from control and AD-iPSCs. After 2 months of differentiation, neurons were immunostained with antibodies against the

neuronal marker TUJ1 and the cortical neuron markers TBR1 and SATB2. The scale bar represents 30 mm.

(D) Proportions of TUJ1-, TBR1-, and SATB2-positive cells in control and AD-iPSCs. Data represent mean ± SD (n = 3 per clone).

(E) Ab40 and Ab42 secreted from iPSC-derived neural cells into the medium (extracellular Ab) were measured at 48 hr after the last medium change. Data

represent mean ± SD (n = 3 per clone). Levels of Ab40 and Ab42 in AD(APP-E693D) without b-secretase inhibitor IV (BSI, 1 mM) were significantly lower than

those of the others (*, p < 0.006), and the level of Ab42 and the ratio of Ab42/Ab40 in AD(APP-V717L) without BSI were significantly higher than those of the others

(legend continued on next page)
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neurotoxicity and cognitive impairments in vitro and in vivo

(Walsh et al., 2002; Gong et al., 2003; Lesné et al., 2006), and

this was also true in humans (Kuo et al., 1996; Shankar et al.,

2008; Noguchi et al., 2009). Therefore, the formation and accu-

mulation of Ab oligomers has been presumed to play a central

role in the pathogenesis and clinical symptoms of AD. Abs are

composed of 38–43 amino acid residues and are generated

from the amyloid precursor protein (APP) by b- and g-secre-

tase-mediated sequential cleavages. A number of mutations

linked to familial AD in the APP gene have been identified.

Recently, an atypical early-onset familial AD, caused by an

E693D mutation of an APP-producing variant Ab lacking 22nd

Glu was discovered in Japan (Tomiyama et al., 2008). This

APP-E693Dmutation presents rare, autosomal-recessive muta-

tions of the APP gene related to familial AD. Patients with the

mutation show overt early-onset symptoms of AD but lack Ab

deposition, according to positron emission tomography (PET)

scan analysis with a [11C] Pittsburgh compound-B (PIB) radiop-

robe (Tomiyama et al., 2008; Shimada et al., 2011). The 22nd Glu

within the Ab sequence has a destabilizing effect on the forma-

tion of oligomeric structures because of the electrostatic repul-

sion between the adjacent side chain of 22nd Glu (Kassler

et al., 2010), and the deletion of the amino acid residue leads

to the ready formation of Ab oligomers in vitro (Nishitsuji et al.,

2009). APP-E693D transgenic mice show AD-like pathology,

including intracellular oligomer accumulation, but lack extracel-

lular amyloid plaque formation (Tomiyama et al., 2010). However,

it remains unclear whether Ab oligomers are accumulated in

familial and sporadic AD patient neural cells and how intracellular

Ab oligomers play a pathological role. The compound and/or

drugs that might rescue the Ab oligomer-induced pathological

phenotypes are also unclear. Recent developments in induced

pluripotent stem cell (iPSC) technology have facilitated the

investigation of phenotypes of patient neural cells in vitro and

have helped to overcome the lack of success in modeling

sporadic AD.

Here, we report the derivation and neuronal and astroglial

differentiation of iPSCs from a familial AD patient with an

APP-E693D mutation, a familial case with another APP muta-

tion, as well as other sporadic cases. Using patient neurons

and astrocytes, we addressed the accumulation and possible

pathological roles of intracellular Ab oligomers in familial and

sporadic AD. We found that Ab oligomers were not proteo-

lytically resistant and that docosahexaenoic acid (DHA) treat-

ment attenuated cellular phenotypes of AD neural cells with

intracellular Ab oligomers in both familial and sporadic AD

patients.

RESULTS

iPSC Generation and Cortical-Neuronal Differentiation
Dermal fibroblasts were reprogrammed by episomal vectors

(Okita et al., 2011). Control iPSC lines from three unrelated indi-

viduals, three and two familial AD iPSC lines from patients with

E693D[AD(APP-E693D)] and V717L[AD(APP-V717L)] APP muta-

tions, respectively, and two sporadic iPSC lines (AD3E211 and

AD8K213) from two unrelated patients (Figure S1A available

online) were generated (Figures 1A, 1B, and S1B–S1H). To char-

acterize cortical neurons derived from the iPSC lines, we estab-

lished differentiation methods for cortical neurons by modifying

previous procedures (Morizane et al., 2011) (Figure S1I). The

differentiated cells expressed the cortical neuron subtype

markers SATB2 and TBR1 (Figure 1C), and the differentiated

neurons were functionally active (Figures S1J and S1K). There

was no prominent difference in the differentiation propensity

between control and AD neurons (Figures 1D and S1L).

We analyzed the amounts of extra- and intracellular Ab40 and

Ab42 (Figures 1E and 1F). As expected, both Ab species were

strongly decreased in all cloned AD(APP-E693D) neural cells in

comparison to those in control neural cells. In familial AD(APP-

V717L) neural cells, an increase in the extracellular Ab42 level

and a corresponding decrease in the intracellular Ab42 level

were observed, and the Ab42/Ab40 ratio in the culture medium

was increased up to 1.5-fold, suggesting that the abnormality

of APP metabolism in AD is dependent on the mutation sites in

APP. Extracellular Ab levels in sporadic AD neural cells were

not changed in comparison to those in control neural cells, but

intracellular Ab in sporadic AD8K213 neural cells apparently

decreased (that is, below the detection limit). APP expression

levels in the AD(APP-E693D) neural cells were lower than in the

others, but the levels of a- and b-secretase-mediated APP pro-

cessing remained unaltered in all neural cells (Figures 1G,

S1M, and S1N). Soluble APPb production was strongly inhibited

by treatment with b-secretase inhibitor IV (BSI) (Figure 1G). Ab

levels in the original fibroblasts and iPSC-derived astrocytes, in

which APP expression levels were relatively higher than those

in neural cells (data not shown), were lower than those of the cor-

responding neural cells (Figures S1O and S1P).

Intracellular Accumulation of Ab Oligomers in AD(APP-
E693D) and in One of the Sporadic AD Neural Cells
Using an immunocytochemical method with the Ab-oligomer-

specific antibody NU1 (Lambert et al., 2007), we investigated

whether AD(APP-E693D) neural cells harbor Ab oligomers or

not. We found that Ab oligomers were accumulated as puncta

in the neurons of AD(APP-E693D) and in one of the sporadic

AD cases (Figure 2A). The area of Ab-oligomer-positive puncta

was significantly increased in AD(APP-E693D) neuronal cells

relative to control neuronal cells (Figure 2B). Dot blot analysis

using cell lysates revealed that Ab oligomers were markedly

elevated in the AD(APP-E693D) and sporadic AD8K213 neural

cells (Figures 2C and 2D), whereas Ab oligomers were not de-

tected in the culture medium (data not shown). Another antibody

against Ab, 11A1, which detects low-molecular-weight oligo-

mers rather than the Ab monomer (Murakami et al., 2010),

showed results similar to those observed with NU1 (Figures

(*, p < 0.001). There are significant differences between dimethyl sulfoxide (DMSO)-control and BSI treatment in each case (*, p < 0.001) except that of AD(APP-

E693D) for Ab42.

(F) Ab40 and Ab42 in cell lysates (intracellular Ab). N.D., not detected. Data represent mean ± SD (n = 3 per clone).

(G) The amount of soluble APPb was not altered in control and AD. Data represent mean ± SD (n = 3 per clone).

See also Figure S1.
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Figure 2. Familial AD(APP-E693D) and Sporadic AD iPSC-Derived Neurons Have Intracellular Ab Oligomers

(A) Intracellular Ab oligomer accumulation in iPSC-derived neurons (red, MAP2-positive cells) was detected by the Ab-oligomer-specific monoclonal antibody

NU1 (green) with a punctate pattern. Ab oligomer accumulation was massive in AD(APP-E693D) and sporadic AD(AD8K213) neurons but only faint in control

neurons. Treatment with 1 mM BSI decreased Ab oligomer accumulation. DAPI, nuclear staining (blue). The scale bar represents 30 mm.

(B) Quantification of Ab oligomer accumulation in (A); the ratio of the NU1-positive area in the MAP2-positive area was analyzed. Data represent mean ± SD (n = 3

per clone). Ab oligomer levels in the AD(APP-E693D) and sporadic AD(AD8K213) neural cells without BSI were significantly different from those of other neural

cells (*, p < 0.005) and from corresponding neural cells with BSI (#, p < 0.005).

(C) Dot blot analysis with the use of NU1 antibody. Control (N116213, N117322, 409B2), APP-E693D(APP1E111, APP1E211, APP1E211), APP-V717L (APP2E22,

APP2E26), and sporadic AD (AD3E211, AD8K213) neural cells were dotted from the left. Blank is RIPA buffer only.

(D) Signals of blot in (C) were quantified. Data represent mean ± SD (n = 3 per clone). Ab oligomer levels in AD(APP-E693D) and sporadic AD(AD8K213) neurons

without BSI were significantly different from those of other neurons (*, p < 0.001) and from corresponding neurons treated with 1 mM BSI (#, p < 0.001).

(E) Ab oligomer accumulation in AD astrocytes. The scale bar represents 30 mm.

(legend continued on next page)
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S2A–S2D). However, Ab oligomers were not detected in cell

lysates from the fibroblasts that generate iPSC lines (Figure S2E).

To confirm whether Ab oligomers were derived from mutant

APP(E693D), we transduced a lentiviral vector driven by an

EF1a promoter to overexpress wild or mutant APP(E693D) in

control iPSC-derived neural cells and found that Ab oligomers

emerged inside control neural cells overexpressing mutant

APP(E693D) (Figure S2F).

To investigate the intracellular accumulation of Ab oligomers in

astrocytes derived from control and AD iPSCs, we established

an astrocyte-enrichment culture by modifying the method previ-

ously reported (Krencik et al., 2011) (Figures S2G–S2J). Dot blot

analysis using Ab oligomer antibodies revealed that the astro-

cytes of AD(APP-E693D) and one of the sporadic AD iPSCs

accumulated Ab oligomers intracellularly (Figures 2E, S2K, and

S2L), which was compatible with the results of neurons. On the

other hand, we detected no difference in the uptake of extracel-

lular glutamate between control and AD astrocytes (Figure S2M).

Ab oligomers were also detected as a protein band with a

molecular mass of 50�60 kDa by western blot analysis (Figures
2F and S2N). The accumulation of Ab oligomers was inhibited by

treatment with BSI (Figures 2A–2G, S2A–S2D, and S2N). To

clarify whether the E693D mutation results in accelerated Ab

oligomerization and/or in a proteolytically resistant and stable

form of Ab oligomers, we analyzed the levels of Ab oligomers

over a course of time after BSI treatment. Intracellular Ab oligo-

mers started to disappear from 2 hr after the treatment with

BSI, almost reaching the control level by 8 hr (Figures 2G and

2H). Secretion of Ab40 from control neural cells was already in-

hibited at 2 hr after BSI treatment, but the secretion from AD

neural cells was under the detection limit in both the presence

and absence of BSI (Figure 2I).

Cellular Stress Responses Caused By Intracellular Ab
Oligomers in AD iPSC-Derived Neural Cells
Extracellular Ab deposition in patient brains carrying APPwith an

E693D mutation is predicted to be extremely low, as amyloid

PET imaging with a [11C] PIB probe revealed a far lower signal

in the patients than those observed in sporadic AD brains

(Tomiyama et al., 2008). Given that processing by b- and g-sec-

retases largely proceeds within vesicular endosomal compart-

ments, it was possible that Ab oligomers were associated with

specific organelles. We characterized the Ab oligomer-positive

punctate structures in AD(APP-E693D) neural cells and astro-

cytes by coimmunostaining with antibodies for markers of

vesicular compartments and subcellular organelles. Subpopula-

tions of Ab oligomer-positive puncta in the AD neurons showed

positive immunostaining for an endoplasmic reticulum (ER)

marker, binding immunoglobulin protein (BiP); an early endoso-

mal marker, early endosome-associated antigen-1 (EEA1); and

a lysosomal marker, lysosomal-associated marker protein 2

(LAMP2) (data not shown).

To uncover molecules that might be implicated in the dysfunc-

tion of AD(APP-E693D) neural cells, we analyzed gene expres-

sion profiles of control and AD neural cells (Figure 3A and Table

S1). Gene ontology analysis revealed that oxidative-stress-

related categories, including peroxiredoxin, oxidoreductase,

and peroxidase activities, were upregulated in the AD, whereas

glycosylation-related categories were downregulated (Figures

3B and 3C and Table S1), suggesting that ER and Golgi function

might be perturbed in AD neural cells. Western blot analysis clar-

ified that the amounts of both BiP and cleaved caspase-4 were

elevated in the neurons and astrocytes of the AD(APP-E693D)

case, and that of BiP in one of the sporadic AD cases,

AD8K213, but not in fibroblasts (Figures 3D–3F and S3A–S3F).

We also found that BSI treatment not only prevented the

increase in Ab oligomer-positive puncta area per cell in the

context of AD(APP-E693D) lines but also decreased the amount

of BiP and cleaved caspase-4 (Figures 3D–3F). PRDX4-coding

antioxidant protein peroxiredoxin-4 was the most highly upregu-

lated gene (Figure 3C). Western blot analysis confirmed that the

amount of peroxiredoxin-4 was increased up to approximately

5- to 7-fold in lysates from AD(APP-E693D) and in one of the

sporadic AD cases, AD8K213 neural cells, but not in fibroblasts,

and was decreased by the BSI treatment (Figures 3D, 3G, S3A,

S3D, S3G, and S3H), indicating that the antioxidant stress

response was provoked by Ab oligomer formation in AD(APP-

E693D) and sporadic AD8K213. To identify pathogenic species

evoking oxidative stress in AD(APP-E693D), we visualized reac-

tive oxygen species (ROS) and found that ROS was increased in

both neurons and astrocytes in AD(APP-E693D) and AD8K213

(Figures 3H–3J and S3I –S3L). This increase was counteracted

by the BSI treatment. These results indicated that intracellular

Ab oligomers provoked both ER and oxidative stress, and the

increase in ROSmost likely occurred via a vicious cycle between

ER and oxidative stress (Malhotra and Kaufman, 2007).

Alleviation of Intracellular AbOligomer-InducedCellular
Stress by DHA
We evaluated BSI and three additional drugs that had been re-

ported to improve ER stress or to inhibit ROS generation: (1)

DHA (Begum et al., 2012), (2) dibenzoylmethane (DBM14-26)

(Takano et al., 2007), and (3) NSC23766 (Lee et al., 2002) (Figures

4 and S4). DHA treatment significantly decreased the protein

level of BiP, cleaved caspase-4, and peroxiredoxin-4 in AD

(APP-E693D) neural cells (Figures 4A, 4B, S4A, and S4B), and

BiP and peroxiredoxin-4 in sporadic AD8K213 (Figures S4C

and S4D). Furthermore, DHA treatment also decreased the

generation of ROS in AD(APP-E693D) neural cells (Figures 4C

and 4D), whereas the amount of Ab oligomers in cell lysates

(F) Western blot analysis of control and AD neural cells in the presence or absence of BSI. BSI treatment (1 mM) disappeared 6E10-positive z55 kDa protein

bands in cell lysates of AD(APP-E693D) and sporadic AD(AD8K213) neural cells.

(G) Disappearance of Ab oligomers after BSI treatment was analyzed by dot blot analysis with the use of the NU1 antibody. Intracellular Ab oligomers started to

disappear 2 hr after BSI treatment.

(H) Signals of blots in (G) were quantified. Data represent mean ± SD (n = 3 per clone). BSI treatment (1 mM) decreased intracellular Ab in AD neural cells and was

reduced to 16�23% of vehicle control by 8 hr. Post hoc analysis revealed that the amounts of Ab oligomers at 2 hr after BSI treatment were significantly

decreased in comparison to those of DMSO control oligomers (*, p < 0.005).

(I) Changes in extracellular Ab40 levels were analyzed in the experimental condition of (G). Data represent mean ± SD (n = 3 per clone).

See also Figure S2.
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Figure 3. Cellular Stress Responses Caused by Intracellular Ab Oligomers in Familial AD(APP-E693D) and Sporadic AD(AD8K213) iPSC-

Derived Neural Cells

(A) Hierarchical clustering analysis of differentiated neuronal cells and a heatmap of significantly up- and downregulated genes in AD neural cells. The statistically

significant cutoff p value is < 0.05.

(legend continued on next page)
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was not altered (Figures S4E–S4G). In contrast, the high concen-

tration of DHA, DBM14-26, or NSC23766 treatment increased

the protein level of BiP (Figure S4B). Finally, to confirm the

protective effects of DHA in short-term screening, we analyzed

the effect on the survival of AD(APP-E693D) neural cells.

Neuronal cells were labeled with a lentiviral vector express-

ing synapsin I-promoter-driven EGFP and cultivated in the

medium depleted of neurotrophic factors and neural culture

supplements mix. The real-time survival rate of AD(APP-

E693D) neurons was lower than that of normal control neurons;

however, DHA treatment for 16 days partially rescued AD(APP-

E693D) cell viability (Figures 4E–4G). The real-time survival rate

of sporadic AD(AD3E211, AD8K213) neurons for 16 days was

unchanged (Figures 4E and 4F and Table S2). We confirmed

these results through a lactate dehydrogenase (LDH) assay

(Figure 4G). The AD(APP-E693D) neurons were also vulner-

able to oxidative stress by hydrogen peroxide treatment (Fig-

ure S4H). Extracellular Ab levels were not altered in the assay

(Figure 4H).

DISCUSSION

The present study shows that neural cells derived from a patient

carrying the pathogenic APP-E693Dmutation and a sporadic AD

patient produce intracellular Ab oligomers, and the use of these

neural cells provided an experimental system for addressing

whether such oligomers would cause cellular stress and the

killing of neurons and how such intracellular Ab oligomers might

contribute to the disease pathogenesis, despite only one patient

carrying the E693D mutation being available. Our findings also

suggest that the possible heterogeneity of familial and sporadic

AD stems from phenotypic differences of intracellular Ab oligo-

mers and suggests the possibility that DHA, a drug that failed

in some clinical trials of AD treatment, might be effective in a

portion of AD patients.

We demonstrated that Ab oligomers were formed and accu-

mulated inside AD(APP-E693D) and sporadic AD(AD8K213)

neurons by immunostaining (Figures 2A and 2B), dot blot anal-

ysis (Figures 2C and 2D), and western blot analysis (Figures 2F

and S2N). In addition, intracellular accumulation of Ab oligo-

mers, which has been supposed to be proteolytically resistant,

disappeared after treatment with BSI in both AD neurons

(Figures 2G and 2H), indicating that AD(APP-E693D) and

sporadic AD(AD8K213) neurons still seemed to retain a degrad-

ing activity toward Ab oligomers in which proteasomes, auto-

phagosomes, and/or lysosomes may be involved and, thereby,

that the pathological property of Ab oligomers in a part of AD

might be completely abrogated. The sporadic AD(AD8K213)

neurons may retain a specific cellular environment that per-

mits the formation of Ab oligomers. Additional studies aimed

at identifying the factors causing such an environment are

needed.

We observed that the accumulation of Ab oligomers induced

ER and oxidative stress both in AD(APP-E693D) and in sporadic

AD(AD8K213) neurons, although caspase-4 activation appeared

not to accompany sporadic AD, probably because of the lesser

extent of ER stress in comparison to AD(APP-E693D). Previ-

ously, Nishitsuji et al. (2009) reported that accumulated Ab

oligomers in ER provoke ER stress. This result suggests that

oligomers represent a self-aggregating state of Ab. During this

process, Ab generates ROS, which is supported by the fact

that Ab coordinates the metal ions zinc, iron, and copper, which

induce the oligomerization of Ab. Iron and copper then cause the

generation of toxic ROS and calcium dysregulation (Barnham

et al., 2004), leading to membrane lipid peroxidation and the

impairment of the function of a range of membrane-associated

proteins (Hensley et al., 1994; Butterfield, 2003), antioxidant

factors being thought to protect ER-stress-induced cellular

toxicities (Malhotra and Kaufman, 2007).

We found that intracellular Ab oligomers were accumulated

not only in a case of familial AD with APP-E693D mutation but

also in a sporadic AD case, although only three clones derived

from one familial AD patient carrying an APP-E693D mutation

and two clones from two sporadic AD patients were analyzed

in this study because of the limited number of patients. In

contrast, in familial AD with the APP-V717L mutation, of which

only one case was available, intracellular Ab oligomers were

not detected, but the extracellular Ab42/Ab40 ratio, which is

increased in mutant presenilin-mediated familial AD, as reported

previously (Yagi et al., 2011), was increased, lending support to

the notion that AD could be classified into two categories: extra-

cellular Ab type and intracellular Ab type. Although it has been

supposed that environmental factors and/or the aging process

contribute to neurodegenerative diseases, our findings support

the idea that a genetic factor might play a role in a part of

sporadic AD, a finding that is compatible with a previous report

(Israel et al., 2012). However, identifying the genetic factor would

require a larger sample size. The sporadic AD case with intracel-

lular Ab oligomers might correspond to the case without extra-

cellular Ab40 elevation of Israel et al. (2012). Analysis of neurons

(B) The gene ontology (GO) term list, calculated from the significantly altered gene expression patterns in the microarray analysis of AD versus control neural

cells.

(C) Altered expression levels of genes related to peroxidation activity detected by GO analysis. All values were significantly different from that of the control

(p < 0.05).

(D–G) Western blot analysis of ER stress markers (BiP and casapase-4), peroxiredoxin-4, and a reference protein (b-actin) in the presence or absence of BSI.

(E–G) Densitometric analysis of (D) are shown. Measured values of proteins were normalized by b-actin. Data represent mean ± SD (n = 3 per clone). Levels of BiP

(E), cleaved caspase-4 (F), and peroxiredoxin-4 (G) in AD(APP-E693D) and sporadic AD(AD8K213) neural cells without BSI were significantly different from those

of the other neural cells (**, p < 0.005).

(H) Typical images of reactive oxygen species (ROS) staining, detected byHPF or CellROX, in control and AD neural cells with or without BSI treatment. Scale bars

represent 30 mm.

(I and J) Quantitative data of (H), ROS-HPF (I), and ROS-CellROX (J). Each value was shown as a ratio of the HPF-stained or CellROX area (average of random 25

fields per sample) adjusted with DAPI counts. Data represent mean ± SD (n = 3 per clone). ROS-generation levels in AD(APP-E693D) and sporadic AD(AD8K213)

neural cells were significantly different from those of the others (**, p < 0.001). Data represent mean ± SD (n = 3 per clone).

See also Figure S3 and Table S1.
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Figure 4. DHA-Alleviated Cellular Stress Caused By Intracellular Ab Oligomers
(A) Control and AD(APP-E693D) neural cells at day 72 were treated with DHA for 48 hr. Then, cells were lysed and subjected to immunoblot analysis (1 mM, 5 mM,

and 15 mM of docosahexaenoic acid [DHA]).

(B) Densitometric analysis of (A) is shown. Measured values were normalized by that of b-actin. Data represent mean ± SD (n = 3 per clone). Two-way analysis of

variance (ANOVA) showed significant main effects of DHA treatment (BIP, F[3,64] = 136.712, p < 0.001; cleaved caspase-4, F[3,64] = 50.855, p < 0.001) with

a significant interaction between APP mutation and DHA treatment (BIP, F[3,64] = 99.658, p < 0.001; cleaved caspase-4, F[3,64] = 53.005, p < 0.001). Post hoc

analysis revealed significant differences between DMSO (control) and DHA treatment (1, 5, and 15 mM) in AD(APP-E693D) neural cells (**, p < 0.001). Two-way

ANOVA for peroxiredoxin-4 showed significant main effects of DHA treatment (F[3,64] = 16.995; p < 0.001) with a significant interaction between APPmutation and

DHA treatment (F[3,64] = 32.093; p < 0.001). Post hoc analysis revealed significant differences between DMSO-control and DHA treatment (5 and 15 mM) in

AD(APP-E693D) neural cells (**, p < 0.001). In control neural cells, the 5 mM DHA group was significantly different from the other groups (#, p < 0.005).

(C) Typical images of ROS-CellROX and Hoechst33342 signals after treatment with vehicle or 5 mM DHA. The scale bar represents 50 mm.

(legend continued on next page)

Cell Stem Cell

Modeling Alzheimer’s Disease with Patient iPSCs

494 Cell Stem Cell 12, 487–496, April 4, 2013 ª2013 Elsevier Inc.



and astrocytes, as we performed here, from larger numbers of

patients might result in the classification of sporadic AD.

To date, the clinical effectiveness of DHA treatment is still

controversial (Freund-Levi et al., 2006; Quinn et al., 2010). It is

of particular interest that one of two sporadic AD neurons accu-

mulated intracellular Ab oligomers and showed cellular pheno-

types that could respond to DHA but the other did not, and this

result may explain why DHA treatment was effective for some

AD patients, those with the intracellular Ab oligomer-associated

type of AD, although the timing (that is, the stage of disease

development) for starting the treatment would be another critical

factor. These results may suggest that patient-specific iPSCs

provide a chance to re-evaluate the effect of a drug that failed

in AD clinical trials, depending on the selection of the patient

type. In the present study, the amount of Ab oligomers in our

culture was not affected by DHA, although it would be effective

for reducing cellular stresses, and reducing the oligomerization

of Ab was also presumed to be a candidate mechanism of

DHA treatment (Cole and Frautschy, 2006). These results indi-

cate that therapy with DHA would alleviate symptoms. Further-

more, the data showing that BSI treatment leads to a reduction

in ROS formation at a relatively similar level (Figure 2G) in both

AD and control cells might indicate an Ab oligomer-independent

effect, in addition to an Ab oligomer-dependent effect, of BSI.

In any event, patient-specific iPSCs would provide disease

pathogenesis, irrespective of the disease being in a familial or

sporadic form, as well as enable the evaluation of drug and

patient classification of AD.

EXPERIMENTAL PROCEDURES

Derivation of Patient-Specific Fibroblasts

Control and AD-derived human dermal fibroblasts (HDFs) were generated

from explants of 3mmdermal biopsies. After 1–2weeks, fibroblast outgrowths

from the explants were passaged.

iPSC Generation

Human complementary DNAs for reprogramming factors were transduced in

HDFs with episomal vectors (SOX2, KLF4, OCT4, L-MYC, LIN28, and small

hairpin RNA for p53). Several days after transduction, fibroblasts were har-

vested and replated on an SNL feeder cell layer. On the following day, the

medium was changed to a primate embryonic stem cell medium (ReproCELL,

Japan) supplemented with 4 ng/ml basic FGF (Wako Pure Chemicals Indus-

tries, Japan). The medium was changed every other day. iPSC colonies

were picked up 30 days after transduction.

Statistical Analysis

All data are shown as mean ± SD. For comparisons of the mean between two

groups, statistical analysis was performed by applying Student’s t tests after

confirming equality between the variances of the groups. When the variances

were unequal, Mann-Whitney U tests were performed (SigmaPlot 11.2.0,

Systat Software, USA). Comparisons of the mean among three groups or

more were performed by one-way, two-way, or three-way analysis of variance

followed by a post hoc test with the use of Student-Newman-Keuls Method

(SigmaPlot 11.2.0). p values < 0.05 were considered significant.

ACCESSION NUMBERS

The Gene Expression Omnibus accession numbers for microarray data re-

ported in this paper are GSE43326 (gene-expression comparison between

control and AD clones), GSE43382 (gene-expression change along with the

astroglial differentiation), and GSE43328 (gene-expression comparison of

generated iPSCs).
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SUMMARY

Transcription activator-like effector nucleases
(TALENs) are a new class of engineered nucleases
that are easier to design to cleave at desired sites
in a genome than previous types of nucleases. We
report here the use of TALENs to rapidly and effi-
ciently generate mutant alleles of 15 genes in
cultured somatic cells or human pluripotent stem
cells, the latter for which we differentiated both the
targeted lines and isogenic control lines into various
metabolic cell types. We demonstrate cell-autono-
mous phenotypes directly linked to disease—dyslipi-
demia, insulin resistance, hypoglycemia, lipodystro-
phy, motor-neuron death, and hepatitis C infection.
We found little evidence of TALEN off-target effects,
but each clonal line nevertheless harbors a significant
number of unique mutations. Given the speed and
ease with which we were able to derive and charac-
terize these cell lines, we anticipate TALEN-mediated
genome editing of human cells becoming a mainstay
for the investigation of human biology and disease.

INTRODUCTION

The study of human disease has been facilitated by the ability to

identify the gene mutations responsible; at the same time, it has

been hampered by the lack of an inexhaustible supply of easily

accessible tissues from patients bearing those mutations.

Another limitation is that many gene mutations that would be

informative for disease biology if they could be studied in isolated

cells are incompatible with human life (i.e., embryonic lethal).

Classical gene-targeting technology via homologous recombina-

tion has proven to be an invaluable tool of experimental biology

through its use in mouse embryonic stem cells for generating

germline knockout and knockin mice; however, its use in mam-

malian systems has been limited primarily to studies in mice. In

many cases, mice do not faithfully phenocopy human physiology

and disease, e.g., cholesterol metabolism, coronary artery

disease, and human hepatitis C virus (HCV) infection. The emer-

gence of genome editing with engineered nucleases, as well as

human pluripotent stem cell (hPSC) technology and differentia-

tion protocols to obtain a variety of cell and tissue types in vitro,

now make it possible to rapidly interrogate the effects of genetic

modification in otherwise isogenic human model systems.

Transcription activator-like effector nucleases (TALENs) are

a new class of engineered nucleases that, due to their modular

domain structure, have proven more straightforward to design

and construct for performing genome editing than other types

of nucleases (Bogdanove and Voytas, 2011). TALENs are typi-

cally designed as a pair that binds to genomic sequences flank-

ing a target site and generates a double-strand break, which

is repaired by the cell using either homology-directed repair

(HDR) or the error-prone process of nonhomologous end-joining

(NHEJ) (Christian et al., 2010; Li et al., 2011; Miller et al., 2011;

Hockemeyer et al., 2011). NHEJ can be exploited to introduce

small insertions or deletions (indels) resulting in frameshift muta-

tions that effectively knock out a protein-coding gene. An exog-

enously introduced double-stranded DNA or single-stranded

DNA oligonucleotide (ssODN) can serve as a repair template

for HDR to incorporate an alteration into the genome (Soldner

et al., 2011). In principle, TALEN pairs can be generated de

novo with standard molecular biology techniques in a matter of

238 Cell Stem Cell 12, 238–251, February 7, 2013 ª2013 Elsevier Inc.



days (Cermak et al., 2011; Sanjana et al., 2012). To demonstrate

the utility, efficiency, and rapidity of TALEN technology in gener-

ating human cellular models with which to derive new biological

insights, we created mutations in 15 genes and performed

detailed phenotypic analysis of four genes for which novel

roles in disease biology have emerged in recent years—APOB,

SORT1, AKT2, and PLIN1.

RESULTS

Modular Assembly and Use of TALENs for Efficient and
Rapid Genome Editing
TheDNA-bindingdomain of a TALENcomprisesan array of 33- to

35-amino-acidmonomers that are ‘‘coded’’ to recognize andbind

specificDNAbasepairs (bp) in a 1:1 fashion (Moscou andBogda-

nove, 2009;Bochet al., 2009).Webuilt uponpreviouslydescribed

modular Golden Gate methodologies to allow assembly of mul-

tiple DNA fragments in an ordered fashion (Li et al., 2011; Cermak

et al., 2011), such that a single ligation of preassembled tetramers

and trimers generates TALENs that recognize any 15 bp recogni-

tion site in the genome (Figure 1; Figure S1 available online). This

assemblymethod requiresonly1–2days for completionand isnot

prone to errors that complicate methods that rely on PCR ampli-

fication of monomers. Furthermore, we have developed a set of

optimized vectors and methods for the delivery of TALENs into

mammalian cells and, in particular, hPSCs. In brief, we transfect

or electroporate TALEN pairs into cells and then subject them to

fluorescence-activated cell sorting (FACS) 48 hr posttransfection

based on fluorescent-marker expression. We replate the sorted

cells at low density and allow them to recover and grow for

1 week, resulting in the formation of distinct single colonies.

Colonies are expanded, genomic DNA purified, and mutations

analyzed by PCR, agarose-gel screening, and Sanger sequenc-

ing (Figure 1 and Figure S1). The entire process fromstart to finish

can be completed in less than one month.

Utilizing these methods, we generated TALEN pairs to target

16 distinct sites in 15 genes in human somatic cell lines, human

embryonic stem cell (hESC) lines, or human induced pluripotent

stem cell (iPSC) lines; the alterations included a variety of

knockout mutations as well as a knockin missense mutation

and a functional frameshift mutation (Table 1). We observed

that the efficiency of mutation varied by genomic location as

well as among different cell lines, with indels from NHEJ occur-

ring in roughly 2% to 34% of clones screened and the efficiency

of knockin by HDR occurring at a frequency of 1.6%. We then

proceeded to perform detailed phenotypic analyses of cells

harboring mutations in four human disease-related genes—

APOB, SORT1, AKT2, and PLIN1.

APOB Is Required for HCV Replication
APOB, which encodes apolipoprotein B, the core protein of very-

low-density lipoprotein and low-density lipoprotein (LDL) parti-

cles that transport cholesterol and triglycerides from the liver

to other tissues via the bloodstream, has been suggested as

playing a critical role in HCV infection. In HCV models using

cultured human HuH-7 hepatoma cells, RNA interference result-

ing in partial knockdown of APOB expression has been reported

to reduceHCV secretion, albeit not HCV replication (Huang et al.,

2007; Nahmias et al., 2008); however, another report has sug-

gested that apolipoprotein E, but not apolipoprotein B, is neces-

sary for HCV production (Jiang and Luo, 2009). Thus, the impor-

tance of APOB and precise points of interaction with the HCV

lifecycle remain to be determined. We sought to address this

question by generating APOB knockout HuH-7 cells.

The human APOB gene encodes a 512 kDa protein termed

apoB-100. We designed a TALEN pair targeting a site in exon

13 (Figure 2A); frameshift mutations at the site would generate

truncated proteins about 12.5% of the size of apoB-100

(apoB-12.5). We transfected a clonal line of HuH-7 with high ex-

pression of CD81 (a coreceptor for HCV entry, HuH-7 [CD81hi])

with the APOB TALEN pair. Following FACS with a cotranslated

fluorescent marker, replating of sorted cells at a limiting dilution,

and expansion of single clones, we found that of 126 screened

clones, indels were present in nine clones (Figure S2A), of which

four had exon 13 frameshift mutations in both alleles (Figure 2A).

Compared to wild-type controls from the same set of screened

clones, APOB knockout cells had no detectable intracellular

apoB protein, no secreted apoB mass in the media, and <3%

APOB messenger RNA (mRNA) expression, consistent with

nonsense-mediated mRNA decay (Figures 2B, 2C, and 2D).

We infected APOB–/– and wild-type cells with the tissue-

culture-infectious HCV strain JFH-1. The APOB–/– cells had

significantly lower intracellular HCV RNA levels (74% reduction,

p = 0.006), with minimal detectable HCV core protein (Figures 2B

and 2E). Reintroduction of apoB-100 protein into the APOB–/–

cells by adding LDL particles to the media, allowing for cellular

LDL uptake, resulted in partial restoration of HCV core protein

levels, arguing that the HCV replication defect was the result of

loss of APOB function rather than an off-target effect of the

TALENs (i.e., mutagenesis at other sites in the genome) (Fig-

ure 2B). Together, these data suggest that apoB-100 is integral

to the HCV viral life cycle and that APOB-targeting therapeutics

(e.g., mipomersen) may have efficacy in treating HCV-infected

patients.

Isogenic Disease Models in hPSCs
We found that the karyotype of the HuH-7 cells was severely

abnormal (Figure S2B)—fortuitously, it harbored two APOB

alleles, in contrast to SORT1, with at least five alleles—high-

lighting the disadvantages of cultured tumor cell lines for

rigorous genetic studies. hPSCs offer several advantages: they

can maintain stable genomes with normal karyotypes while

propagated in culture (Figure S2B), preserving correct gene

dosage; they can be differentiated into a variety of cell types, ex-

tending studies beyond a single cell type; and they can yield

human cell types that are not available as cultured cell lines,

e.g., adipocytes and motor neurons.

These advantages are mitigated by the significant variability in

differentiation capacity and phenotypic characteristics among

different hPSC lines, particularly among iPSC lines. This vari-

ability is attributed to differences in genetic background, in

epigenetic state, and in derivation of the cell lines and adaptation

to culture, among other factors. In this variability lies the potential

for confounding of any phenotypic differences observed among

differentiated cell lines generated to serve as disease models or

controls—a significant weakness of studies in which a few iPSC

lines from patients are compared with a few iPSC lines from

healthy individuals, as has been the case with most published
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studies to date, because any observed differences cannot

be reliably attributed to the effects of disease mutations. We

demonstrated this cell line-to-cell line variability by differenti-

ating two hESC lines, HUES 1 and HUES 9, into hepatocyte-

like cells (HLCs) using an adapted protocol (Si-Tayeb et al.,

2010) (Figure S3). We found that there were significant differ-

ences in the amounts of apoB and albumin secreted by the

two cell lines and retained in the media (Figure S4A); when

apoB mass was normalized to albumin mass, there was a

2-fold difference between the two lines (p = 0.0001).

Using genome editing to generate isogenic cell lines that differ

only with respect to a singlemutation of interest provides a supe-

rior study design, because the cell lines have the same origin and

would thus be matched in genetic background, epigenetic state,

Figure 1. Schematic of System for Efficient and Rapid Genome Editing with TALENs

GFP, green fluorescent protein; RFP, red fluorescent protein; NLS, nuclear localization signal; N-term; N-terminal doman; C-term, C-terminal domain. See also

Figure S1.
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differentiation capacity, derivation and adaptation to culture, etc.

This wouldminimize confounding of the experiment and allow for

more confidence in concluding that any phenotypic differences

are secondary to the mutation. For these reasons, our subse-

quent studies were all performed in genome-edited hESCs.

SORT1 Mediates Diverse Cellular Functions in
Hepatocytes, Adipocytes, and Neurons
SORT1 (encoding sortilin) was recently discovered through

genome-wide association studies to regulate human blood

LDL cholesterol levels and risk for coronary artery disease, via

the modulation of the hepatic secretion of apoB-100-containing

particles into the bloodstream; however, conflicting studies in

humans and mice disagree about the direction of the effect of

sortilin on apoB secretion (Musunuru et al., 2010; Kjolby et al.,

2010). Human genetic studies have found that SNPs associated

with increased hepatic SORT1 expression are also associated

with decreased blood LDL cholesterol levels (Musunuru et al.,

2010). Knockdown and overexpression of Sort1 in mouse liver

suggested that sortilin functions to decrease hepatocyte apoB

secretion (Musunuru et al., 2010). In contrast, a study of Sort1

knockout mice suggested that sortilin increases hepatocyte

apoB secretion (Kjolby et al., 2010).

We targeted exon 2 in the hESC line HUES 1 and, in a single

round of TALEN targeting, generated three clones that were

compound heterozygous for frameshift mutations (out of 576

clones screened) and confirmed that they lacked sortilin protein

(Figures 3A and 3B). In parallel, we targeted exon 3 in the hESC

line HUES 9 and obtained two knockout clones (out of 192

clones screened). We differentiated two SORT1–/– and two

wild-type HUES 1 clones or two SORT1–/– and two wild-type

HUES 9 clones into HLCs using an adapted protocol (Si-Tayeb

et al., 2010) (Figure S3). Measuring the levels of apoB as well

as albumin and apoA-I (reference controls) secreted from the

HLCs and retained in the media, we found that knockout cells

had significantly increased apoB mass (HUES 1: 117% increase

in apoB/albumin ratio, p = 0.04; HUES 9: 65% increase in apoB/

albumin ratio, p = 0.05) (Figure 3C and Figure S4B). We infected

knockout HUES 1 HLCs or HUES 9 HLCs with a lentivirus ex-

pressing the SORT1 complementary DNA (cDNA) or a control

lentivirus and found that reconstitution of SORT1 to the levels

observed in wild-type HUES 1 or HUES 9 HLCs resulted in

normalization of the apoBmass (Figure 3D and Figure S4C), con-

firming that the observed differences in apoB mass are specific

to SORT1 function and not the result of off-target effects. We

found that secreted levels of additional hepatic proteins—

ANGPTL4, ANGPTL6, HGF, and FGF-19—did not differ among

the various experimental conditions (Figure S4D), nor did

mRNA levels of APOB and other lipid-related genes such as

HMGCR, LDLR, and SREBP1 (Figure S4E). Our data suggest

that, in humans, sortilin acts in hepatocytes to reduce apoB-con-

taining particle levels in the blood, resulting in lower cholesterol

levels and reduced risk of coronary artery disease—consistent

with human genetic studies (Musunuru et al., 2010) and, notably,

Table 1. Targeting Efficiency of TALENs at 16 Loci in 15 Genes in Various Cell Types

Gene Target Sequence (Flanked by Underlined TALEN Binding Sites) Cell Linea

Number

of Clones

Screened

Number of

Mutants

Efficiency

of Mutation

AKT2 TCCCTTCCTGCCTCATTTCAGGTGAATACATCAAGACCTGGAGGCCA HUES 9 192 17 8.9%

AKT2 E17K TCCCTTCCTGCCTCATTTCAGGTGAATACATCAAGACCTGGAGGCCA HUES 9 192 3b 1.6%

ANGPTL3 TCAAAACTTGAAAGCCTCCTAGAAGAAAAAATTCTACTTCAACAAAA HUES 9 424 84 19.8%

APOB TAAGCGACTGGCTGCCTATCTTATGTTGATGAGGAGTCCTTCACA HuH-7 126 9 7.1%

ATGL TTGCTGGCGTTGCCCCCCGCCCGCCCCCACGGCCCAGAGGACAAGGA HUES 9 192 28 14.6%

C6orf106 TGGAGGGCATGGACGTAGACCTGGACCCGGAGCTGATGCAGAAGTTCA HUES 9 216 13 6.0%

CIITA TAACAGCGATGCTGACCCCCTGTGCCTCTACCACTTCTATGACCAGA BJRiPS 292 37 12.7%

CELSR2 TGCTGGCTCGGCTGCCCTGAGGTTGCTCAATCAAGCACAGGTTTCAA HUES 1 506 18 3.5%

CFTR TGGAATCACACTGAGTGGAGGTCAACGAGCAAGAATTTCTTTAGCA CF-RiPS 140 3 2.1%

GLUT4 TGGTCCTTGCTGTGTTCTCTGCGGTGCTTGGCTCCCTGCAGTTTGGGTA HUES9 155 52 33.5%

LINC00116 TCAGAGAGGACACTGCAGTTGTCCGTGCTAGTAGCCTTCGCTTCTGGA HUES 9 88 26 29.5%

NLRC5 TGGAGCTGTCTTGTGAGGCTGCTCACCAAAGACCCAGAATGGCTGAA BJ-RiPS 83 6 7.2%

PLIN1 TGACAACGTGGTGGACACAGTGGTGCATTACGTGCCGGTGAGTACCA HUES 9 293 70 23.8%

PLIN1 TGACAACGTGGTGGACACAGTGGTGCATTACGTGCCGGTGAGTACCA BJ-RiPS 439 29 6.6%

SORT1

(exon 2)

TGATGATCTCAGAGGCTCAGTATCCTTGTCCTGGGTTGGAGATAGCA HUES 1 576 128 22.2%

SORT1

(exon 3)

TGGTAATTATGACTTTTGGACAGTCCAAGCTATATCGAAGGTGAGATCA HUES 9 192 21 10.9%

TRIB1 TCTTCAAGCAGATTGTCTCCGCCGTCGCCCACTGCCACCAGTCAGCCA HUES 9 169 41 24.2%

TTN TTGAGGCTCCTTAATGATGACAGAAGAGAAGGCTTCTCTGGGTTCA BJ-RiPS 250 17 6.8%

TALENs, transcription activator-like effector nucleases.
aHUES 1 and HUES 9 are human embryonic stem cell lines (Cowan et al., 2004); BJ-RiPS and CF-RiPS are induced pluripotent stem cell lines (Warren

et al., 2010); and HuH-7 cells are cultured human hepatocellular carcinoma cells.
bSuccessfully inserted E17K knockin mutation using single-stranded DNA oligonucleotide.
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contradicting the results reported from Sort1 knockout mice

(Kjolby et al., 2010).

SORT1 has also been suggested as playing an important role

in regulating blood glucose levels by modulating insulin-depen-

dent translocation of the fat- and muscle-specific glucose

transporter, Glut4, to the plasma membrane via the formation

and transport of Glut4 storage vesicles, based on studies in

cultured mouse 3T3-L1 cells (Shi and Kandror, 2005). We differ-

entiated two SORT1–/– and two wild-type HUES 1 clones into

white adipocytes using a recently published protocol (Ahfeldt

et al., 2012), and we observed a substantial increase in glu-

cose uptake in wild-type adipocytes upon treatment with insulin

(63% increase, p = 0.009), but not in SORT1–/– adipocytes (Fig-

ure S5A). We infected the knockout adipocytes with a SORT1

or control lentivirus and found that reconstitution of SORT1

restored insulin-responsive glucose uptake (60% increase,

Figure 2. APOB Is Important for HCV

Replication

(A) Generation of APOB knockout HuH-7 clones

with TALENs targeting exon 13. Boxes indicate the

TALEN binding sites. Deletions, insertions, and

duplications in the two alleles of each clone are

indicated. The 26 bp insertion and 8 bp duplication

(asterisk) in clone A are 50-GAGTCGCTTCT
CCGGGAGATAAGTCA-30 and 50-GACTGGCT-30,
respectively.

(B) Left panel, western blot using whole-cell

lysates from two wild-type (WT) and four knockout

(KO) HuH-7 cell lines (clones A–D). Right panel,

western blot from a wild-type clone and a

knockout clone (clone A) infected with or without

JFH-1 virus and incubated with or without LDL

particles. The same wild-type clone and knockout

clone (clone A) were used for all subsequent

experiments.

(C) Left panel, apoB ELISAs performed on condi-

tioned media from cells; values are normalized to

the level in the wild-type clone. Right panel, APOB

mRNA expression by qRT-PCR from whole-cell

lysates; expression is indicated as the fold change

of 2–DDCt with reference to 18S ribosomal RNA

(rRNA), normalized to the level in the wild-type

clone.

(D) Immunocytochemistry for apoB.

(E) HCV RNA levels by qRT-PCR from clones in-

fected with JFH-1 virus; expression is indicated

as the fold change of 2–DDCt with reference to

GAPDH, normalized to the level in the wild-type

clone.

The error bars show SEM from experiments with

biological replicates, N = 3. p values were calcu-

lated with an unpaired t test. See also Figure S2.

p = 0.002), confirming that the loss of

insulin response in the knockout adipo-

cytes was specific to SORT1 function

and not the result of off-target effects

(Figure 3E and Figure S5B). Thus,

SORT1 appears to be critical for insulin-

responsive glucose uptake in human

adipocytes and may play a role in insulin

sensitivity in humans.

Finally, SORT1 has also been implicated in the viability and

function of neurons (Nykjaer and Willnow, 2012). In motor

neurons, sortilin has been found to regulate neuronal survival

during a temporally and spatially specific period of programmed

cell death. Specifically, induction of motor-neuron cell death

by the proform of brain-derived neurotrophic factor (proBDNF)

has been reported to be dependent on the presence of

sortilin (Teng et al., 2005; Taylor et al., 2012). We differentiated

two SORT1–/– and two wild-type HUES 9 clones into TUJ1+

ISL-1+ motor neurons using an adapted protocol (Di Giorgio

et al., 2008; Chambers et al., 2009) and observed that

although both SORT1–/– and wild-type hPSCs generated similar

numbers of motor neurons (Figure S5C), wild-type motor

neurons exhibited a substantial reduction after 3 days of

proBDNF treatment (23% reduction, p = 0.004), whereas

SORT1–/– motor neurons were unaffected (Figures 3F and 3G).
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Figure 3. SORT1 Reduces Hepatocyte-Secreted ApoB Mass, Is Important for Insulin-Responsive Glucose Transport in Adipocytes, and

Mediates proBDNF-Induced Motor-Neuron Death

(A) Generation of SORT1 knockout hPSC clones with TALENs targeting exon 2 or exon 3. Boxes indicate the TALEN binding sites. Deletions and insertions in the

two alleles of each clone are indicated. The 17 bp insertion (asterisk) in clone B is 50-TGCTATCTCCAACCAGG-30.
(B) Western blot for sortilin and qRT-PCR for SORT1 mRNA in wild-type and knockout HUES 1 clones (clones A–C); mRNA expression is indicated as the fold

change of 2–DDCt with reference to 18S rRNA, normalized to the mean level in the wild-type clones.

(C) Albumin and apoBmassmeasured by ELISA inmedia collected fromwild-type and knockout HLCs (two clones each; A andB for HUES 1, D and E for HUES 9),

normalized to mean levels in wild-type HLCs. N = 3 for HUES 1, N = 6 for HUES 9.

(D)Western blots of lysates and ELISAs inmedia fromwild-type and knockout HLCs (one clone each, A for HUES 1; two clones each, D and E for HUES 9) infected

with SORT1- or GFP-expressing lentivirus, normalized to mean levels in wild-type HLCs. N = 2 for HUES 1, N = 6 for HUES 9.

(E) Ratios of glucose uptake to total protein content in wild-type and knockout HUES 1 adipocytes (one clone each; clone A) infected with SORT1-expressing or

control lentivirus and treated with or without insulin, all normalized to the mean ratio in wild-type adipocytes without insulin. N = 6.

(F) Immunocytochemistry for TUJ1 and ISL-1 in wild-type and knockout HUES 9 motor neurons. Arrows indicate representative double-positive cells.

(G) Counts of wild-type and knockout HUES 9 (two clones each, D and E) motor neurons (TUJ1 and ISL-1 double-positive cells) treated with BDNF versus

proBDNF. N = 12. GDNF, glial cell-derived neurotrophic factor.

The error bars show SEM from experiments with biological replicates. p values were calculated with an unpaired t test. See also Figures S3, S4, and S5.
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These data agree with the reported requirement of SORT1 for

proBDNF-induced programmed cell death in human motor

neurons.

AKT2 Regulates Insulin Signaling and Glucose
Metabolism in Hepatocytes and Adipocytes
The human AKT2 gene (encoding RAC-b serine/threonine-

protein kinase, also known as AKT2 or PKBb) has also been

implicated in the regulation of insulin sensitivity. Loss of function

of AKT2 in humans has been reported to result in severe insulin

resistance, as well as decreased body fat and partial lipodys-

trophy, attributed to reduced adipocyte differentiation (George

et al., 2004; Agarwal and Garg, 2006); also, Akt2 knockout

mice are resistant to the effects of insulin on glucosemetabolism

in liver and muscle, and they manifest lipoatrophy (Cho et al.,

2001; Garofalo et al., 2003). Recently, three patients with severe

hypoglycemia, hypoinsulinemia, and increased body fat were re-

ported to bear a missense mutation in AKT2, p.Glu17Lys (E17K)

(Hussain et al., 2011). Although the function of the mutant AKT2

E17K protein was assessed by heterologous overexpression

studies in cultured cell lines (HeLa and 3T3-L1) and interpreted

as being activated, the inability to study a physiologically rele-

vant phenotype (e.g., glucose metabolism) in physiologically

relevant tissues (e.g., human liver) precluded the conclusion

that the AKT2 mutation was causal for the metabolic disorder

in the patients.

We sought to unequivocally establish a dominant, activated

function of the AKT2 E17K mutant on glucose metabolism by

generating an allelic series of isogenic hPSC lines with wild-

type AKT2, knockout of AKT2, or a single AKT2E17K allele. We

designed TALENs to target the site of the E17K mutation in the

second coding exon (Figure 4A). In one round of targeting of

HUES 9 cells with the TALEN pair alone, we obtained 17 clones

with indels (out of 192 clones screened), none of whichwas com-

pound heterozygous for frameshift mutations. A second round of

TALEN targeting with a clone with one frameshift allele yielded

two clones compound heterozygous for frameshift mutations

(out of 96 clones screened). In parallel, we coelectroporated

wild-type HUES 9 cells with the TALEN pair and a 67 nt antisense

ssODN harboring the E17K missense variant, yielding three

AKT2E17K heterozygous clones (out of 192 clones screened)

(Figure S6A).

We differentiated the allelic series of hPSC clones (two

clones each) into HLCs. No AKT2 protein was apparent in

the knockout cells, with comparable levels of AKT2 observed

in the wild-type and E17K cells (Figure 4B). We assessed the

regulation of the FoxO1 transcription factor, an AKT2 substrate

that upon phosphorylation is translocated from the nucleus to

the cytoplasm. In wild-type HLCs, FoxO1 was predominantly

nuclear at baseline and cytoplasmic after insulin stimulation;

in AKT2–/– HLCs, it was predominantly nuclear both at baseline

and after stimulation; and in AKT2E17K HLCs, it was predomi-

nantly cytoplasmic both at baseline and after stimulation (Fig-

ure 4C). We assessed glucose production in the allelic series

of HLCs and found that with all three genotypes, addition of

dexamethasone and forskolin to the media dramatically

increased glucose production; the further addition of insulin

decreased glucose production in the wild-type HLCs, but not

in the mutant HLCs (Figure 4D). In all media conditions,

glucose production was significantly higher in AKT2–/– HLCs

and lower in AKT2E17K HLCs compared to wild-type HLCs.

Similar trends were observed in the mRNA expression levels

of two genes involved in gluconeogenesis, G6PC and PCK1

(Figure S6B).

We also differentiated the AKT2 allelic series of hPSC clones

into white adipocytes and found that AKT2–/– adipocytes had

significantly decreased triglyceride content (32% reduction,

p = 0.0004) andAKT2E17K adipocytes had significantly increased

triglyceride content (26% increase, p = 0.005) (Figure 4E),

consistent with the fat-related phenotypes observed in patients

with AKT2 mutations. We observed a substantial increase in

glucose uptake in wild-type adipocytes upon treatment with

insulin (�50% increase in two different experiments) but, as

with SORT1–/– adipocytes, we observed no significant change

in glucose uptake in AKT2–/– adipocytes with insulin (Figure 4F).

In contrast, AKT2E17K adipocytes displayed higher levels of

glucose uptake at baseline compared to wild-type adipocytes

(111% increase, p = 0.0001); upon treatment with insulin, there

was no further increase in glucose uptake, presumably because

the cells were in a constitutively active state with respect to

insulin signaling (Figure 4F). In the same vein, AKT2E17K adipo-

cytes displayed substantially increased secretion of inflam-

matory adipokines such as interleukin-18 (IL-8) (Figure 4G),

MCP1, and PAI-1 (Figure S6C). Finally, AKT2–/– and AKT2E17K

Figure 4. AKT2 E17K Is a Dominant, Activating Mutation

(A) Generation of AKT2 knockout and E17K knockin hPSC clones with TALENs targeting exon 2. The underline indicates the codon encoding the E17K change.

Boxes in the wild-type sequence indicate the TALEN binding sites. The box in the ssODN sequence indicates the RsaI restriction site created by the synonymous

mutation in blue; the nucleotide in red indicates the missense mutation for E17K. Deletions and insertions in the two alleles of each clone are indicated. The 15 bp

insertion (asterisk) in clone A is 50-GACCTCCAGGTCCTG-30.
(B) Western blot for AKT2 and AKT1 in wild-type, knockout, and E17K HUES 9 HLCs (A and B for knockout; C and D for E17K).

(C) Immunocytochemistry for FoxO1 in HLCs (clones A and C) at baseline and after 15 min of insulin stimulation.

(D) Ratios of glucose production to secreted albuminmass (ELISA) in wild-type, knockout, and E17KHUES 9HLCs (two clones each; A and B for knockout; C and

D for E17K) treated with or without dexamethasone (Dex) and forskolin (Fsk) with or without insulin (Ins), all normalized to the mean ratios in wild-type HLCs

without additives. Left panel, N = 4; right panel, N = 2.

(E) Ratios of triglyceride content to total protein content in wild-type, knockout, and E17K HUES 9 adipocytes (two clones each; A and B for knockout; C and D for

E17K), normalized to the mean ratio in wild-type adipocytes. N = 5.

(F) Ratios of glucose uptake to total protein content in wild-type, knockout, and E17K HUES 9 adipocytes (two clones each; A and B for knockout; C and D for

E17K) treated with or without insulin, all normalized to the mean ratio in wild-type adipocytes without insulin. N = 6.

(G) IL-8 and adiponectin mass measured by ELISA in media collected from wild-type, knockout, and E17K HUES 9 adipocytes (two clones each; A and B for

knockout; C and D for E17K), normalized to mean levels from wild-type adipocytes. N = 4.

The error bars show SEM from experiments with biological replicates. p values were calculated with an unpaired t test. See also Figures S3 and S6.
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adipocytes showed decreased and increased secretion of adi-

ponectin, respectively (Figure 4G).

The opposing effects of the knockout and AKT2E17K alleles, in

addition to indicating that the effects were specific to AKT2 func-

tion and not the result of off-target effects, establish that E17K is

indeed a dominant, activating mutation in AKT2 and causal for

the hypoglycemia and increased body fat observed in the three

patients.

PLIN1 Frameshift Mutations Dominantly Alter Lipolysis
in Adipocytes
PLIN1 encodes the protein perilipin, the most abundant protein

coating lipid droplets in adipocytes, where it is required for

droplet formation and maturation, optimal triglyceride storage,

and the release of free fatty acids from the droplet (Brasaemle

et al., 2009). Frameshift mutations in PLIN1 have recently been

identified in patients with a novel autosomal-dominant subtype

of partial lipodystrophy (Gandotra et al., 2011). The frameshift

mutations found in patients result in a C-terminal elongation of

perilipin, with a significantly altered amino acid sequence. Mice

lacking Plin1 exhibit elevated levels of basal lipolysis in adipo-

cytes (Tansey et al., 2001; Zhai et al., 2010), which has been

suggested as the mechanism by which patients harboring the

frameshift mutations develop lipodystrophy (Gandotra et al.,

2011). Mechanistic studies of these disease-causing mutations

have been limited to the overexpression of mutant and wild-

type human cDNAs in mouse 3T3-L1-derived adipocytes, with

the conclusion being that wild-type PLIN1, but not mutant

PLIN1, is able to inhibit basal lipolysis (Gandotra et al., 2011).

We designed TALENs to target the site of one of the natu-

rally occurring patient-specific mutations (Val398fs) in the eighth

coding exon of PLIN1 (Figure 5A). In a single round of targeting of

HUES 9 cells we identified 70 mutant clones (out of 293 clones

screened). We characterized two mutant clones, one of which

harbors a frameshift mutation that elongates perilipin to a length

of 558 amino acids (designated PLIN1558; wild-type perilipin has

522 amino acids)—very similar to the effect of the naturally

occurring Val398fs mutation—and the other of which has a

frameshift resulting in a C-terminal truncation of the protein

(415 amino acids; designated PLIN1415) (Figure S7A).

We differentiated the allelic series of hPSCs—wild-type,

PLIN1558, and PLIN1415—into white adipocytes and observed

a substantial reduction in the number of lipid-droplet-containing

cells, as well as smaller lipid droplets in PLIN1558 adipocytes

Figure 5. PLIN1 Frameshift Mutations Produce Dominant-Acting and Truncated Proteins

(A) Generation of PLIN1 frameshift mutant hPSC clones with TALENs targeting exon 8. Boxes indicate the TALEN binding sites. Deletions in the one allele of each

clone are indicated.

(B) Immunocytochemistry for perilipin and BODIPY in wild-type, PLIN1558 (clone A), and PLIN1415 (clone B) adipocytes.

(C) Western blot for the N terminus of perilipin in wild-type, PLIN1558, and PLIN1415 adipocytes; the arrow indicates a truncated protein.

(D) Ratios of triglyceride content to total protein content in wild-type, PLIN1558, and PLIN1415 adipocytes. N = 3.

(E) Ratios of lipolysis activity (as measured by glycerol release) to total triglyceride content in wild-type, PLIN1558, and PLIN1415 adipocytes treated with or without

10 mM forskolin. N = 4.

The error bars show SEM from experiments with biological replicates. p values were calculated with an unpaired t test. See also Figure S7.
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compared to either wild-type or PLIN1415 cell lines (Figure 5B

and Figure S7B). We confirmed the presence of perilipin pro-

tein in the adipocytes via western blot analysis (Figure 5C

and Figure S7C). We found that the PLIN1558 adipocytes had

significantly reduced triglyceride content (38% reduction com-

pared to wild-type adipocytes, p = 0.0009), whereas the

PLIN1415 adipocytes had similar triglyceride content to wild-

type adipocytes (Figure 5D). We also measured basal and for-

skolin-stimulated lipolysis and found that both PLIN1558 and

PLIN1415 adipocytes had increased basal lipolysis compared

to wild-type adipocytes (83% increase, p = 0.008, and 52%

increase, p = 0.04, respectively) (Figure 5E). Interestingly, both

the PLIN1558 and PLIN1415 mutations resulted in increased

lipolysis, though the effect was more marked with the PLIN1558

mutation; furthermore, there were significant differences in the

expression levels of adipocyte-specific genes between the

PLIN1558 and PLIN1415 cells, underscoring that the two different

frameshifts (one leading to elongation of perilipin, the other to

truncation) have distinct functional consequences (Figure S7D).

Together, these data point to the C-terminal elongated form of

perilipin, via a frameshift similar to naturally occurring mutations

in lipodystrophy patients, acting in a dominant fashion to alter

lipolysis and reduce triglyceride storage and lipid-droplet forma-

tion in human adipocytes.

TALENs Exhibit Minimal Off-Target Effects, but
Sequence Variants Abound
Because the extent of off-target effects of TALENs (i.e., muta-

genesis at other sites in the genome) in hPSCs remains to be

defined, we performed exome sequencing of six cell lines: the

parental HUES 1 cell line (clone X); the three SORT1 knockout

HUES 1 clones (clones A–C in Figure 3A); a control HUES 1

clone that had been grown in parallel with the SORT1 knockout

clones (i.e., had been exposed to the SORT1 exon 2 TALEN pair

but retained two wild-type alleles; cloneW); and a clone that had

been targeted in the CELSR2 gene with a different TALEN pair

(clone Y). It should be noted that TALENs virtually always induce

indels by NHEJ rather than single-nucleotide variants (SNVs).

Restricting our analysis to novel DNA sequence variants not

found in the parental HUES 1 cell line, we identified the known

on-target indels in SORT1 in clones A–C; otherwise, we identi-

fied just two indels in the exome, a 4 bp deletion in clone C in

the coding sequence of LARP6, resulting in a predicted frame-

shift mutation, and a 1 bp deletion in clone Y in an intron near

an exon-intron boundary of LUC7L3 (Table 2). Neither of these

sites is flanked by sequences resembling predicted TALEN

binding sites, arguing against (but not ruling out) the indels

being TALEN-mediated off-target effects. More noteworthy

were the 35 Sanger-sequencing-confirmed SNVs we discov-

ered across the five experimental and control clones (Table 2).

None of these SNVs lay near predicted off-target TALEN binding

sites (see next paragraph). It is more likely that these SNVs

represent intrinsic and perhaps unavoidable heterogeneity

among single-cell clones of the original pool of HUES 1 cells.

Arguing in favor of this interpretation, several of the SNVs were

shared by both experimental and control clones, implying

a common clonal origin within the original pool of HUES 1 cells.

The functional significance of these SNVs is unclear, but

the majority resulted in missense mutations, and at least one

lay in a well-established disease gene (DMD, responsible for

Duchenne muscular dystrophy).

We also performed whole-genome sequencing of the same

six cell lines. Because the sequencing was performed at low

coverage (6–123 coverage on average), it was not possible to

perform de novo genome assembly and ascertain all sequence

variation among the genomes. Instead, we used the sequencing

data to interrogate the sites in the genome at which one or the

other TALEN of the SORT1 exon 2 TALEN pair would be most

likely to bind based on a weighted TAL monomer-nucleotide

association probability matrix developed by Doyle et al. (2012),

and would thus be most likely to induce an off-target sequence

change. About 100,000 potential off-target genomic sites were

identified; we screened all of these sites for evidence of nearby

indels. Besides the known SORT1 indels in clones A–C, we iden-

tified no indels meeting our criteria.

Thus, although we are not able to completely rule out TALEN

off-target effects, we conclude that off-target indels rarely occur

based on the results of the exome and whole-genome sequence

analyses. However, extrapolating to the entire genome, we

expect that each clonal cell line harbors hundreds of SNVs that

distinguish it from other cell lines derived from the same pool

of parental cells. Thus, it may be virtually impossible to derive

truly isogenic cell lines, even with the minimized manipulation

of cells entailed by our genome-editing system.

DISCUSSION

In our studies we have used human model systems to generate

strong evidence that apoB-100 is critical for HCV replication in

human hepatocytes; that sortilin reduces apoB secretion by

human hepatocytes, facilitates insulin-mediated glucose uptake

by human adipocytes, and is necessary for proBDNF-mediated

motor-neuron apoptosis; that AKT2 E17K is a gain-of-function

mutation that leads to reduced glucose production in human

hepatocytes and increased triglyceride content in human adipo-

cytes; and that PLIN1 frameshift mutations increase basal

lipolysis in human adipocytes. More generally, these findings

highlight the various types of studies to which genome editing

in human cells may be applied for obtaining novel biological

insights.

We note that genome-editing technology is rapidly advancing,

and we anticipate that improvements in the engineering of

TALENs will continue to make genome editing more rapid

and efficient. Indeed, since we established our system, high-

throughput automated assembly methods have been reported

(Reyon et al., 2012; Briggs et al., 2012), as well as the character-

ization of TAL monomers with improved nucleotide-binding

specificity (Streubel et al., 2012; Cong et al., 2012). Although

our specific TALEN assembly platform does not incorporate

these latest advancements, in principle any up-to-date assembly

platform that is paired to a delivery methodology similar to ours

should be able to achieve efficient genome editing on a timescale

of less than a month.

Whatever the assembly platform, our studies suggest that

TALENs incur a low burden of off-target effects but that there

is nevertheless significant clone-to-clone genetic variation in

the form of SNVs; even if not secondary to TALEN use, they

cannot be ignored. The ease and rapidity of TALEN-mediated
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genome editing allows for rigorous study designs that can alle-

viate any concerns about off-target effects or other potential

confounding by clonal sequence variation. As we have demon-

strated with SORT1, it is straightforward to (1) generate multiple

distinct mutant cell lines with each TALEN pair, (2) use distinct

TALEN pairs to target different sites in a gene, (3) generate

mutant clones in different cell lines with different genetic back-

grounds, and (4) perform reconstitution experiments in knockout

clones. Having used all of these approaches, we are able to

conclude with great confidence that the observed cellular

phenotypes are indeed related to SORT1 function. We suggest

that using at least one of these approaches should become de

rigeur for future genetic studies in order to minimize confounding

by clonal sequence variation.

Table 2. Clonal Sequence Variants Detected by Exome Sequencing and Their Predicted Effects on Protein Products

Chr Pos Ref Alta Gene Clone Ab Clone B Clone C Clone W Clone Y

1 21014224 G T KIF17 – – S432Y – –

1 90178297 G A LRRC8C – – – P56P –

1 149921554 C T OTUD7B – – – – Q367Q

2 109347284 T C RANBP2 – – – F39F –

2 113820048 C A IL36RN – – – – L88I

2 173330424 C T ITGA6 – intronic – – –

3 132319348 T C CCRL1 – – – – V36A

3 193002674 G T ATP13A5 intronic – intronic intronic –

4 113568377 GAAGA G LARP7 – – frameshiftc – –

6 152652970 C A SYNE1 – – – – A4284S

7 2260574 C T MAD1L1 – – – – G47D

7 22179660 G C RAPGEF5 L601V – – – –

8 15508246 C T TUSC3 – – R117C – –

9 33354142 G A NFX1 E130K – – – –

10 75541848 C T CHCHD1 – S5S – – –

11 124095534 G A OR8G2 – – G46E – –

12 80752469 G T OTOGL – C2026F – – –

12 101750754 G T UTP20 R1862I – R1862I R1862I –

12 105445861 G T ALDH1L2 – intronic – – –

14 21967435 C A METTL3 – intronic – – –

15 43827249 G T PPIP5K1 – – P1071T – –

15 48805891 C A FBN1 – – intronic – –

15 90631649 C A IDH2 – – – – W155L

16 20043135 C A GPR139 – S328S – – –

17 11998899 G A MAP24K4 R145Q – R145Q R145Q –

17 48817653 AT A LUC7L3 – – – – intronicd

17 73567174 G T LLGL2 – L712L – – –

17 79226178 C A SLC38A10 – – – A588S –

18 30992086 G T C18orf34 – – – – intronic

19 9028296 G T MUC16 – – – – L12166M

19 56552245 G T NLRP5 intronic – intronic intronic –

20 60498685 G T CDH44 – E425D – – –

22 37325592 C A CSF2RB D100E – D100E D100E –

22 39078278 A T TOMM22 – intronic – – –

X 32328257 G T DMD – A1897D – – –

X 48558634 C T SUV39H1 – – T106T – –

X 135956509 C A RBMX – – – – S323I

Chr, chromosome; Pos, position; Ref, reference allele; Alt, alternate allele.
aAlternate allele compared to reference allele in parental HUES 1 cell line (clone X), confirmed by Sanger sequencing.
bClones A, B, and C are SORT1–/– clones in HUES 1; clone W is a wild-type (SORT1+/+) clone in HUES 1 that was exposed to SORT1 transcription

activator-like effector nucleases (TALENs), from the same pool as clones A–C; clone Y is a wild-type (SORT1+/+) clone that was exposed to a different

set of TALENs (targeting CELSR2).
cThe surrounding sequence is CAGAA GAGAA GAAAA AGAAA AAGAA GAAGA AAGGC CGAAT GAAAA AGGAA GACAA.
dThe surrounding sequence is ATAAT CACAG ATAAT TTATA CAATT ATATT TTTTC CCCCA GGTCC GTGTG AAAAA.
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Given the ability to use TALENs to readily insert specific gene

variants into cells, the current enthusiasm for the generation and

comparison of ‘‘disease’’ iPSC lines from patients with genetic

disorders and ‘‘control’’ iPSC lines from unmatched healthy indi-

viduals should shift to the use of genome editing to engineer

isogenic cell lines with and without disease mutations. The

time required to recruit a patient for the donation of tissue from

which to make iPSCs (assuming such a patient is readily acces-

sible, which may not be the case for rare disorders), to perform

reprogramming for deriving iPSC clones, to perform quality

control for identifying clones that are pluripotent and that will

readily differentiate into the desired cell type, and then to under-

take differentiation and phenotypic studies—in the absence of

isogenic control cell lines—is a minimum of six months and

usually longer. Within a shorter time frame, we have found it to

be quite feasible to use TALENs to edit a well-characterized

and prevalidated (with respect to differentiation capacity)

hPSC line and yield both mutant cell lines and isogenic control

cell lines, allowing for a more rigorous study design, and to

undertake differentiation and phenotypic studies, without any

need for patient contact.

Thepotential advantagesofferedbyprevalidatedwild-typecell

lines notwithstanding, there are many disorders for which the

genetic background (i.e., modifier genes) plays a significant role

indeterminingwhether diseasemutations result in clinical pheno-

types. In these cases, it will be important to use iPSC lines from

patients with clinically apparent diseases in order to have cell

lines with the correct genetic backgrounds for complete disease

penetrance (whereas wild-type cell lines may have nonpermis-

sive genetic backgrounds). Genome editing with TALENs

could be readily applied to patient-specific iPSC lines to ‘‘cure’’

disease mutations and generate appropriate isogenic control

lines. Indeed, the most robust study design possible may be to

assess both the effect of inserting a disease mutation into a

wild-type cell line, thereby testing the sufficiency of the mutation

for disease, and the effect of removing a disease mutation from

a patient-specific iPSC line, thereby testing the necessity of the

mutation for disease. Certainly the rapidity and efficiency of

genome editing with TALENs should make it feasible to test the

effects of a diseasemutation in a variety of genetic backgrounds.

Finally, genome editing potentially allows for the interrogation

of a large number of DNA sequence variants, such as those now

emerging from next-generation sequencing studies of human

populations, on a single genetic background. Creating a robust

allelic series of isogenic cell lines represents an approach that

hitherto has only been possible in nonmammalian organisms.

Such studies will represent a significant advance in our ability

to dissect genotype-phenotype relationships and thereby better

elucidate human biology and disease.

EXPERIMENTAL PROCEDURES

TALEN Construction

TALEN genomic binding sites were chosen to be 15 bp in length or, in a few

cases, 13 bp in length such that the target sequence between the two binding

sites was between 14 and 18 bp in length; each binding site was anchored by

a preceding T base in position ‘‘0’’ as has been shown to be optimal for natu-

rally occurring TAL proteins (Moscou and Bogdanove, 2009; Boch et al., 2009).

A library of 832 tetramer or trimer TAL repeats was constructed using methods

based on the PCR-based protocol of Zhang et al. (2011); thesemultimers were

designed to have complementary sticky ends when digested out of library

plasmids with the type IIs restriction enzyme BsmBI. As outlined in Figure 1,

multimers were assembled into an array and subcloned into a full-length

TALEN harboring, in order, an N-terminal FLAG tag, a nuclear localization

signal, the N-terminal portion of the TALE PthXo1 from the rice pathogen

X. oryzae pv. oryzae (a kind gift of Dr. Daniel Voytas, University of Minnesota)

lacking the first 176 amino acids (after Miller et al., 2011), the engineered TAL

repeat array, the following 63 amino acids from the corresponding C-terminal

portion of PthXo1 (after Miller et al., 2011), and one of two enhanced FokI

domains. The FokI domains used were obligate heterodimers with both the

Sharkey (Guo et al., 2010) and ELD:KKR (Doyon et al., 2011) mutations for

enhancing cleavage activity, engineered by PCR. Each TALEN was in a

plasmid with the CAG promoter for optimal expression in hPSCs, with the

TALEN being coexpressed with a fluorescent marker (enhanced green fluores-

cent protein, mCherry [Clontech], or turbo red fluorescent protein [Evrogen])

via an intervening viral 2A sequence. The generic TALEN protein sequences

are shown in Figure S1A. All reagents, protocols, and plasmid sequences

needed for generating TALENs and performing genome editing by themethods

described in this manuscript will be available to academic researchers through

Addgene (http://www.addgene.org/TALEN_genome_editing_collection).

Cell Culture, Transfection or Electroporation, and Sorting

HuH-7 (CD81hi) cells were grown in adherent culture in Dulbecco’s modified

Eagle’s medium High Glucose containing glutamine and pyruvate (Invitrogen)

and supplemented with 10% fetal bovine serum, penicillin, and streptomycin.

Transfection of the plasmids expressing the APOB TALEN pair into HuH-7

cells was performed using FuGENE 6 (Roche) in 10 cm tissue-culture plates

according to manufacturer instructions. HUES 1 and HUES 9 cells (Cowan

et al., 2004) were grown in feeder-free adherent culture in chemically defined

mTeSR1 (STEMCELL Technologies) supplemented with penicillin and strepto-

mycin on plates precoated with Geltrex matrix (Invitrogen). The cells were dis-

associated into single cells with Accutase (Invitrogen), and 10million cells were

electroporated with 50 mg of the TALEN pair (25 mg of each plasmid), or with

a mix of 30 mg of the TALEN pair (15 mg of each plasmid) and 30 mg of the

ssODN (50-CAGGA AGTAC CGTGG CCTCC AGGTC TTGAT GTACT TACCT

GAAAT GAGGC AGGAA GGGAG GGAGA GA-30) in a single cuvette and re-

plated as previously described (Schinzel et al., 2011). The cells were collected

from the culture plates 48 hr posttransfection or postelectroporation by trypsin

or Accutase treatment, respectively, and resuspended in PBS. Cells express-

ing green and/or red fluorescentmarkers were collected by FACS (FACSAria II;

BD Biosciences) and replated on 10 cm tissue-culture plates at 15,000 cells/

plate to allow for recovery in growth media.

Isolation of Targeted Clonal Cell Populations

Post-FACS, the cells were allowed to recover for 7–10 days, after which single

colonies were manually picked, dispersed, and replated individually to wells of

96-well plates. Colonies were allowed to grow to near confluence over the next

7 days, at which point they were split using trypsin (for HuH-7 cells) or Accu-

tase (for hESCs) and replica-plated for the creation of a working stock and

a frozen stock. The working stock was grown to confluence. Genomic DNA

was extracted in 96-well format from working stocks in lysis buffer (10 mM

Tris [pH 7.5], 10mMEDTA, 10mMNaCl, 0.5%Sarcosyl) containing proteinase

K at 56�C overnight in a humidified chamber. Genomic DNA was precipitated

by the addition of 95%ethanol containing 75mMNaCl for 1 hr at room temper-

ature. The DNA was then washed two times in 70% ethanol, allowed to dry at

room temperature, and then resuspended in nuclease-free water.

Genotyping at the TALEN target site was then performed for each sample by

PCR amplication (94�C, 30 s; 56�C, 30 s; 68�C, 30 s) using FastStart Taq

(Roche) and a primer pair designed to yield small amplicons (�150–200 bp)

around the target site. Amplicons were subjected to electrophoresis on

2.5% agarose gels to discriminate clones with indels, with positive clones

having a band or bands visibly shifted in size from the baseline (see Figures

S1B and S6A for examples); for AKT2 E17K candidate clones, the amplicons

were digested with RsaI for 1 hr and subjected to electrophoresis, with positive

clones displaying cleavage products (Figure S6A). For a subset of the poten-

tially positive clones, PCR amplicons were subcloned using the TOPO TA

Cloning Kit (Invitrogen) and subjected to numerous sequence reads for confir-

mation of the presence of mutant alleles; in a similar fashion, a subset of the
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potentially negative clones were confirmed to be wild-type. Clones with

confirmed compound heterozygous mutant alleles (or the AKT2 E17K muta-

tion) or confirmed to be wild-type were retrieved from the frozen stocks and

expanded for further experiments. When no compound heterozygous clones

were identified, a heterozygous clone with one mutant allele was expanded

and subjected to a second round of TALEN targeting.

Differentiation of hPSCs into HLCs, White Adipoctyes, and Motor

Neurons

Differentiation was performed following the protocols of Si-Tayeb et al. (2010),

Ahfeldt et al. (2012), and Di Giorgio et al. (2008) and Chambers et al. (2009).

Details are given in Supplemental Experimental Procedures.

ELISAs, Immunocytochemistry, and Western Blot Analysis

These procedures were performed using standard methods. Details are given

in Supplemental Experimental Procedures.

Glucose Production, Glucose Uptake, Triglyceride Content, and

Lipolysis Assays

Glucose production and glucose uptake were measured using protocols

adapted from Hagiwara et al. (2012) and Ahfeldt et al. (2012), respectively.

Details of the various procedures are given in Supplemental Experimental

Procedures.

Quantitative RT-PCR

Quantitative RT-PCR (qRT-PCR) was performed using standard methods.

Details and oligonucleotide sequences are given in Supplemental Experi-

mental Procedures.

HCV Infection of HuH-7 Cells

Details are given in Supplemental Experimental Procedures.

Exome and Whole-Genome Sequence Analyses

Exome sequencing and whole-genome sequencing were performed as previ-

ously described (Gnirke et al., 2009; Stransky et al., 2011). Procedural and

analytical details are given in Supplemental Experimental Procedures.

SUPPLEMENTAL INFORMATION

Supplemental Information includes seven figures and Supplemental Experi-

mental Procedures and can be found with this article online at http://dx.doi.

org/10.1016/j.stem.2012.11.011.
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